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0 Introduction

The most commonly used activation function in various neural networks applications is the sigmoid \( \sigma(y) = \frac{1}{1 + e^{-y}} \) (cf. [HKP91]). In Maass’s 1993 lecture notes [M93], Open Problem 10 (see also [GJ93] and [MS93]) asks:

Is the VC-dimension of analog neural nets with the sigmoid activation function \( \sigma(y) = \frac{1}{1 + e^{-y}} \) bounded by a polynomial in the number of programmable parameters? (In [MS93] the finiteness of VC Dimension of sigmoidal neural networks has been established for the first time.)

In this paper we give an affirmative answer, with a quadratic polynomial in a number of programmable parameters. We believe that the bound can be improved to the subquadratic one in the number of programmable parameters using a variant of our method. The details are given in Sections 2-3. The result is a special case of a much more general result about bounds for VC dimension in \( \omega \)-minimal theories.

The paper was inspired by the work of Goldberg and Jerrum [GJ93], who could deal with polynomial activation functions. A reference in [GJ93] to Warren’s paper [W68], was of particular importance. Some other applications of our method will appear in the full version of this paper.

1 Model-theoretic Preliminaries

The principles behind this paper are of great generality. We do not seek here maximum generality, but restrict ourselves to work over the field of real numbers. (The general reader is also referred to [MS93] and [GJ93] for the definitions concerning Vapnik-Chervonenkis (VC) dimension.)

We work with structure \( M \) which are enrichments of the real field \( \mathbb{R} \) by certain total \( C^\infty \) (infinitely differentiable) functions. Our underlying first-order language \( L \) has primitives \( +, -, \cdot, <, 0, 1 \) (with the usual interpretation on \( \mathbb{R} \)), together with various \( n \)-ary function symbols \( f \). Each \( f \) has a fixed interpretation by a \( C^\infty \) function \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \), thereby determining an \( L \)-structure \( M \). Obviously, if \( \tau(v_1, \ldots, v_m) \) is an \( L \)-term with free variables \( v_1, \ldots, v_m \), \( \tau \) defines an \( m \)-ary \( C^\infty \) function (also denoted \( \tau \)) from \( \mathbb{R}^m \) to \( \mathbb{R} \). \( L \)-formulas \( \Phi(v_1, \ldots, v_k) \) define subsets of \( \mathbb{R}^k \), and \( L \)-formulas \( \Phi(v_1, \ldots, v_k, y_1, \ldots, y_l) \) together with \( \tilde{\beta} = (\tilde{\beta}_1, \ldots, \tilde{\beta}_k) \) in \( \mathbb{R}^k \) define subsets of \( \mathbb{R}^l \), namely

\[ \Phi_{\tilde{\beta}} = \{ \tilde{x} \in \mathbb{R}^k : M \models \Phi(\tilde{x}, \tilde{\beta}) \} . \]

For \( \Phi(\tilde{r}, \tilde{y}) \) as above, let

\[ \{ \Phi_{\tilde{\beta}} : \tilde{\beta} \in \mathbb{R}^l \} = C_\Phi. \]

\( C_\Phi \) is a definable family of definable sets. In this paper we will give good bounds for the VC dimension of \( C_\Phi \), for many natural \( \Phi \).

The following notion has in the last decade become central in the model theory of analysis [L92].

**Definition.** \( M \) is \( \omega \)-minimal if for every formula \( \Phi(v_1, y_1, \ldots, y_l) \) and every \( \tilde{\beta} \in M^l \), \( \Phi_{\tilde{\beta}} \) is a finite union of intervals with endpoints in \( M \cup \{ \pm \infty \} \).

**Notes:**

(a) "Interval" should be understood in all possible senses.

(b) It is not important that \( M \) lives on \( \mathbb{R} \) or has \( C^\infty \)-primitives.
(e) It follows, nontrivially, that the number of connected components of $\Phi_\beta$ above is bounded independent of $\beta$.

For our purposes we need two substantial results about $\alpha$-minimality:

**Theorem 1.** If $M$ is an $\alpha$-minimal expansion of $R$, then for any $\Phi(v_1, \ldots, v_k, y_1, \ldots, y_\ell)$, and any $\beta$, $\Phi_\beta$ has only finitely many connected components, and there is a bound $B(\Phi)$ independent of $\beta$.

**Theorem 2.** If $M$ is an $\alpha$-minimal structure then for every $\Phi(\bar{x}, \bar{y})$, $C_\Phi$ has finite $VC$-dimension.

For Theorem 1, see [D92] and [KPS86] for Theorem 2, see [L92]. Note that although the latter has constructive aspects, the use of Ramsey’s theorem precludes realistic estimates for $VC$ dimension of $C_\Phi$.

## 2 The Main Result

2.1 Let $M$ be a structure as above with enrichments of the real field $R$, with $C^\infty$ primitives, and $\alpha$-minimal. $\Phi(v_1, \ldots, v_k, y_1, \ldots, y_\ell)$ is now assumed to be a quantifier-free formula. Thus $\Phi$ is a Boolean combination of atomic formulas, which can be of two forms:

$$\tau(\bar{x}, \bar{y}) > 0,$$

or

$$\tau(\bar{x}, \bar{y}) = 0$$

where $\tau$ is a term.

Now list as $\tau_1, \ldots, \tau_\ell$ the terms as above occurring in $\Phi$. (One can delete repetitions). If we fix $\bar{a} \in R^k$, $\bar{\beta} \in R^\ell$ we get a sequence

$$\langle \tau_1(\bar{a}, \bar{\beta}), \ldots, \tau_\ell(\bar{a}, \bar{\beta}) \rangle$$

of reals, inducing a sequence of signs $+,-,0$, via

$$\text{sgn} \ \tau = + \quad \text{if} \quad \tau(\bar{a}, \bar{\beta}) > 0$$

$$\text{sgn} \ \tau = 0 \quad \text{if} \quad \tau(\bar{a}, \bar{\beta}) = 0$$

$$\text{sgn} \ \tau = - \quad \text{if} \quad \tau(\bar{a}, \bar{\beta}) < 0.$$  

Call this sequence $\sigma(\bar{a}, \bar{\beta})$. Consider first, for fixed $\bar{a}$, the $\bar{\beta}$ such that $\sigma(\bar{a}, \bar{\beta})$ consists only of $+$ and $-$’s. Then as $\bar{\beta}$ varies one gets only finitely many $\sigma(\bar{a}, \bar{\beta})$, with a bound for the number being given by the number of connected components of

$$R^\ell \setminus \cup_{i \leq \ell} \{ \bar{y} : \tau_i(\bar{a}, \bar{y}) = 0 \}.$$  

[By Theorem 1, this number is finite, and has a bound independent of $\bar{a}$].

To handle general $\sigma(\bar{a}, \bar{\beta})$ one uses a variational argument (Corollary 2.1 in [GJ93]) which is everywhere dense in what follows. Add a new variable $\epsilon$, and replace $\langle \tau_i(\bar{x}, \bar{y}) \rangle_{i \leq \ell}$ by
We proceed axiomatically. We assume we have fixed a bound $B_{nZr}$ and this has a bound independent of $h$. So we have replaced an $h$-tuple of terms in $k + \ell + 1$ variables by a $(2h)$-tuple of terms in $k + \ell + 1$ variables. In this way we get new sign sequences $\sigma^*(\vec{\alpha}, \vec{\beta}, \varepsilon)$. The basic lemma is:

**Lemma 3.** For fixed $\vec{\alpha}$ the number of $\sigma(\vec{\alpha}, \vec{\beta})$ is bounded by the number of $\sigma^*(\vec{\alpha}, \vec{\beta}, \varepsilon)$ consisting only of $+$ and $-$.

Let $\sigma(\vec{\alpha}, \vec{\beta}_1), \ldots, \sigma(\vec{\alpha}, \vec{\beta}_s)$ be the distinct $\sigma(\vec{\alpha}, \vec{\beta})$. Choose $\varepsilon > 0$ but $< \text{all } |\tau_j(\vec{\alpha}, \vec{\beta}_i)| (j \leq h, i \leq r)$ which are non zero. Then $\sigma^*(\vec{\alpha}, \vec{\beta}_i, \varepsilon)$ has no zeros, and clearly $\sigma^*(\vec{\alpha}, \vec{\beta}_i, \varepsilon) \neq \sigma^*(\vec{\alpha}, \vec{\beta}_j, \varepsilon)$ if $\sigma(\vec{\alpha}, \vec{\beta}_i) \neq \sigma(\vec{\alpha}, \vec{\beta}_j)$. □

**Note:** The essential point for future reference is that the number $\sigma(\vec{\alpha}, \vec{\beta})$ is bounded by the number of connected components of

$$
\mathbb{R}^{\ell + 1} \setminus \bigcup_{i \leq h} \big\{ (\vec{y}, \varepsilon) : \tau_i(\vec{\alpha}, \vec{y}) = \varepsilon \big\} 
\cup \big\{ (\vec{y}, \varepsilon) : \tau_i(\vec{\alpha}, \vec{y}) = -\varepsilon \big\},
$$

and this has a bound independent of $\vec{\alpha}$.

**2.2** Now we run through the argument of [GJ93]. Let $\Phi(v_1, \ldots, v_k, y_1, \ldots, y_t)$ be quantifier-free with terms $\tau_i(\vec{y}, \vec{y})$, $i \leq s$.

Let $\{\vec{\alpha}_1, \ldots, \vec{\alpha}_s\}$ be distinct elements of $\mathbb{R}^k$ such that $\{\vec{\alpha}_1, \ldots, \vec{\alpha}_s\}$ is shattered by $C_\Phi$.

Then exactly as in [GJ93] one sees:

$2^s \leq$ the number of sequences of signs $\{+,-,0\}$ obtainable from

$$
(\tau_1(\vec{\alpha}_1, \vec{y}), \tau_1(\vec{\alpha}_2, \vec{y}), \ldots, \tau_1(\vec{\alpha}_s, \vec{y}), \tau_2(\vec{\alpha}_1, \vec{y}), \ldots
\ldots
\ldots
\tau_1(\vec{\alpha}_s, \vec{y}), \ldots, \tau_1(\vec{\alpha}_1, \vec{y}), \ldots, \tau_1(\vec{\alpha}_s, \vec{y})).
$$

Note that the latter sequence has length $vs$.

Then by the argument in 2.1, $2^s \leq$ number of connected components of

$$
\mathbb{R}^{\ell + 1} \setminus \bigcup_{j \leq s} \big\{ (\vec{y}, \varepsilon) : \tau_j(\vec{\alpha}_j, \vec{y}) = \varepsilon \big\}. \quad \text{(*)}
$$

Our strategy is to use $\alpha$-minimality to get a decent estimate for the right hand side.

**2.3** We proceed axiomatically. We assume we have fixed a bound $\Gamma(\mu, m)$ for integers $m$ and sequences $\mu = \langle \mu_i \rangle_{i \leq r}$ of terms

$$
\mu_i(v_1, \ldots, v_k, y_1, \ldots, y_t), \quad i \leq r
$$

for the number of connected components of

$$
\bigcup_{j \leq m} \{ \vec{y} : \mu(j)(\vec{\alpha}_j, \vec{y}) = 0 \}.
$$
as $\bar{s}_j$ varies through $(\mathbb{R}^k)^m$, and $f$ is a function from $[0, m]$ to $[0, r]$.

Classical example. $\mu$ a polynomial of $\bar{y}$ degree $\leq d$. Then $\Gamma(\mu, m)$ can be taken as $2.2^d$.

This is due to Milnor [M64]. For $m = 1$ one has the bound $2.d^d$, and the general case reduces to this by replacing $\mu$ by $\sum_{j \leq m} \mu(\bar{s}_j, \bar{y})^2$.

We shall see later the exponential analogue. In an $\alpha$-minimal theory, $\Gamma$ of course exists.

We show in 2.4 how the right hand side of (1) may be estimated in terms of $\Gamma$. The idea comes from Warren’s 1968 paper [W68], and we now use the $C^\infty$ property of $M$ for the first time.

2.4 We assume given terms $\mu_1(\bar{r}, \bar{y}), \cdots, \mu_n(\bar{r}, \bar{y})$ and $\bar{s}_1, \cdots, \bar{s}_n \in \mathbb{R}^k$.

We consider the definition

$$\{\bar{y} : \bigwedge_{i \leq n} \mu_i(\bar{s}_i, \bar{y}) = 0\} \quad \text{in} \quad \mathbb{R}^\ell,$$

and say it is nonsingular if either it defines $\phi$, or at each point $(y_1, \cdots, y_\ell)$ in the above intersection the Jacobian matrix

$$\begin{vmatrix} \frac{\partial}{\partial y_j} \mu_i(\bar{s}_i, \bar{y}) & \frac{\partial}{\partial y_j} \mu_{i+1}(\bar{s}_i, \bar{y}) & \cdots & \frac{\partial}{\partial y_j} \mu_n(\bar{s}_i, \bar{y}) \\ i \leq n \\ j \leq \ell \end{vmatrix}$$

has rank $n$.

Of course in the latter situation the implicit function theorem applies if $\ell > n$, and we have a $C^\infty$ manifold of dimension $\ell - n$. If $\ell = n$, $\alpha$-minimality gives a bound, depending only on $\mu_1, \cdots, \mu_m$, for the cardinality of the set defined.

When $\ell > n$, there are variables $y_{m_1}, \cdots, y_{m_{n-u}}$ such that locally all other $y_i$ are given as $F_i(y_{m_1}, \cdots, y_{m_{n-u}})$ where $F_i$ is a definable (from the $\bar{s}_i$) $C^\infty$ function.

We want to take a naive, presentation-sensitive, notion of submanifold, or, better, locally flat submanifold. We assume a presentation as above, with $y_{m_1}, \cdots, y_{m_{n-u}}$ specified, and suppose that we add some new equations $\mu_{n+1} = 0, \cdots, \mu_{n+u} = 0$ giving a manifold of dimension $\ell - (n + u)$ with a subset of $\{y_{m_1}, \cdots, y_{m_{n-u}}\}$ as its basis. This gives notion of locally flat. Thus $M_1 \rightarrow M_2$ is locally like the canonical $\mathbb{R}^\ell - (n + u) \rightarrow \mathbb{R}^{\ell - n}$ which puts $0$’s on all but first $\ell - (n + u)$ entries.

We will be able to use Warren’s Theorem 1 exactly as he does. For convenience we repeat it:

**Theorem 4.** Let $M$ be a connected topological $n$-manifold, and let $M_1, \cdots, M_n$ be connected $(n - 1)$-manifolds embedded in $M$ so that:

1. The $M_i$ are topologically closed and locally flat in $M$;
2. The intersection of any given $j$ of the $M_i$, $1 \leq j \leq n$, is either empty or is an $(n - j)$ manifold locally flat in the intersection of any $(j - 1)$ of the $M_i$, and
3. any intersection of more than $n$ of the $M_i$ is empty.

Let $b_j$ be the number of connected components among all intersections of any $j$ of the $M_i$ with $M$.

Then $M = \bigcup_{i=1}^n M_i$ has $\leq \Sigma b_j$ connected components.

**Regular Configurations.** If we are given a sequence $\mu_i(\bar{s}_i, \bar{y})$ $1 \leq i \leq n$, of terms in parameters, we say they form a regular sequence if every formal intersection of a subset is nonsingular in the sense explained earlier. In that case, if one takes as $M_1, \cdots, M_n$ the connected components of the $\{\bar{y} : \mu_i(\bar{s}_i, \bar{y}) = 0\}$, the hypotheses of Theorem 2 are satisfied, with $M = \mathbb{R}^\ell$.  


Connectedness is clear, and local flatness is direct. That the intersection of more than \( \ell \) of the \( M_i \) is empty follows from regularity and a dimension count. The finiteness of components follows from \( \omega \)-minimality, since each original component is definable ([D92], [KPS86]).

And now we come to the crunch, which reduces all calculations, via small perturbations, to ones covered by Theorem 4. This corresponds to Warren’s Lemmas 2.2, 2.3 and 2.4. We have to change his argument for 2.2, which appeals to complex projective geometry. We use instead Sard’s Theorem [M65].

**Lemma 5.** Let \( \mu_1(\tilde{a}_1, \tilde{y}), \ldots, \mu_m(\tilde{a}_m, \tilde{y}) \) be as usual, and \( \tau(\tilde{a}, \tilde{y}) \) arbitrary. If the definition

\[
V = \cap \{ \tilde{y} : \mu_i(\tilde{a}_i, \tilde{y}) = 0 \}
\]

is regular, or defines the set \( \mathbb{R}^\ell \), then for all but finitely many real numbers \( \lambda \) the definition

\[
V \cap \{ \tilde{y} : \tau(\tilde{a}, \tilde{y}) - \lambda = 0 \}
\]

is regular.

*Proof.* If \( m > \ell, V = \emptyset \), and there is nothing to prove.

If \( m = \ell, V \) is finite, and so choose \( \lambda \) outside the range of \( \tau(\tilde{a}, \tilde{y}) \) on \( V \).

If \( m < \ell \), or \( V = \mathbb{R}^\ell \), we have the \( C^\infty \) map \( \tau(\tilde{a}, \tilde{y}) \) from \( V \) to \( \mathbb{R} \), and by Sard’s Theorem and \( \omega \)-minimality the set of regular values of \( \tau \) is cofinite. Any regular value \( \lambda \) works. \( \square \)

The rest is almost formal.

**Lemma 6.** (Same notation as Lemma 3).

There exists \( \delta > 0 \) such that if \( 0 < \varepsilon < \delta \) then every connected component of

\[
E = \mathbb{R}^\ell - (V \cup \{ \tilde{y} : \tau(\tilde{a}, \tilde{y}) = 0 \})
\]

contains a connected component of one of the sets

\[
E_\varepsilon = \mathbb{R}^\ell - (V \cup \{ \tilde{y} : \tau(\tilde{a}, \tilde{y}) = \varepsilon \} \cup \{ \tilde{y} : \tau(\tilde{a}, \tilde{y}) = -\varepsilon \})
\]

*Proof.* \( E \) has finitely many connected components, by \( \omega \)-minimality. Let them be \( C_\gamma (\gamma < \gamma_o) \), and pick

\[
\tilde{c}_\gamma \in C_\gamma
\]

Let

\[
\delta = \min_{\gamma < \gamma_o} | \tau(\tilde{a}, \tilde{c}_\gamma) | > 0.
\]

\( C_\gamma \) is contained in some component \( J \) of \( \mathbb{R}^\ell \setminus V \), and is the maximal connected set of points \( \tilde{y} \) in \( J \) containing \( \tilde{c}_\gamma \) and such that

\[
\text{sgn} \ \tau(\tilde{a}, \tilde{y}) = \text{sgn} \ \tau(\tilde{a}, \tilde{c}_\gamma).
\]

If \( \varepsilon < \delta \), some component \( K \) of \( J \cup \{ \tilde{y} : | \tau(\tilde{a}, \tilde{y}) | > \varepsilon \} \) contains \( \tilde{c}_\gamma \). This is a component of \( E_\varepsilon \) and is contained in \( C_\gamma \). \( \square \)
**Lemma 7.** Let $\mu_1, \ldots, \mu_m$ be as usual. Then there are real numbers $\varepsilon_1, \ldots, \varepsilon_m$ such that the collection

$$
\mu_1 - \varepsilon_1, \mu_1 + \varepsilon_1, \mu_2 - \varepsilon_2, \mu_2 + \varepsilon_2, \ldots
$$

form a regular configuration, and such that every connected component of

$$
E = \mathbb{R}^\ell \setminus \bigcup \{ \bar{y} : \mu_i(\bar{a}_i; \bar{y}) = 0 \}
$$

contains one of

$$
F = \mathbb{R}^\ell \setminus \bigcup \{ \bar{y} : \mu_i(\bar{a}_i; \bar{y}) = \pm \varepsilon_i \}.
$$

**Proof:** By recursion on $m$.

First choose $\beta$ as in Lemma 6, with $\mu_2, \ldots, \mu_m$ as the $\mu$’s, and $\mu_1$ as the $\tau$. By Lemma 5, for all but finitely many $\lambda$, $\{ \bar{y} : \mu_1 - \lambda = 0 \}$ is regular. So choose $0 < \varepsilon_1 < \beta$ so both

$$
\{ \bar{y} : \mu_1 = \varepsilon_1 \} \quad \text{and} \quad \{ \bar{y} : \mu_1 = -\varepsilon_1 \}
$$

are regular. (Of course their intersection is empty).

Assume $\varepsilon_1, \ldots, \varepsilon_r$ have been determined. Now choose $\beta$ as in Lemma 6, with $\mu_{r+1}$ as $\tau$ and $\mu_i \pm \varepsilon_i$, $i = 1, \ldots, r$ and $\mu_{r+2}, \ldots, \mu_n$ as the $\mu$’s. Choose $\varepsilon_{r+1} \in (0, \beta)$ so that the

$$
\{ \bar{y} : \mu_i(\bar{a}_i; \bar{y}) - \varepsilon_{r+1} = 0 \}
$$

and

$$
\{ \bar{y} : \mu_i(\bar{a}_i; \bar{y}) + \varepsilon_{r+1} = 0 \}, \quad i \leq r + 1
$$

form a regular configuration. This is possible by Lemma 5, because the number of intersections to consider is finite, and all preceding intersections are regular. \hfill \square

2.4 Recall the bound $\Gamma$ from 2.3.

**Theorem 6.** Let $\mu_1(\bar{a}_1, \bar{y}), \ldots, \mu_m(\bar{a}_m, \bar{y})$ be as usual. Then the number of connected components of

$$
\mathbb{R}^\ell \setminus \bigcup \{ \bar{y} : \mu_i(\bar{a}_i; \bar{y}) = 0 \}
$$

is bounded by

$$
\sum_{j=0}^{\ell} C_{m,j} \cdot 2^j \cdot \Gamma(\mu^+_{1}, \mu^+_{1}, \ldots, \mu^+_{m}, \mu^-_{m}, \bar{y})
$$

where $C_{m,j}$ is $\binom{m}{j}$ if $j \leq m$, and $= 0$ otherwise, and

$$
\mu_i^+ (v_1, \ldots, v_k, w_1, \ldots, w_m, \bar{y})
$$

$$
= \mu_i (z, \bar{y}) - w_i
$$

and
\[ \mu_i^v(v_1, \ldots, v_k, w_1, \ldots, w_m, \bar{y}) = \mu_1^{i}(\bar{f}, \bar{y}) + u_i. \]

**Proof.** By Lemma 5 it suffices to bound the number of connected components of

\[ R^\prime \setminus \{ \bar{y} : \mu_i(\bar{a}_i, \bar{y}) = \pm \varepsilon_i \} \]

for small \( \varepsilon \), in the case of a regular configuration. So Warren's result, Theorem 4, applies.

To calculate \( b_j \), observe that

\[ \{ \bar{y} : \mu_i(\bar{a}_i, \bar{y}) = \varepsilon_i \} \]

and there are \( \leq \Gamma(\mu_1^+, \ldots, \mu_m^+, j) \) components for each \( j \)-intersection \( \neq \phi \), giving

\[ \binom{m}{j} \Gamma(\mu_1^+, \ldots, \mu_m^+, j) 2^j \]

possibilities. [We have \( \pm \varepsilon_1, \ldots, \pm \varepsilon_m \) to choose from, but never pick both \( \pm \), giving \( \binom{m}{j} \cdot 2^j \) choices.]

If \( j > \ell \), regularity forces \( b_j = 0 \).

**Corollary.** If

\[ \Gamma^*(\mu_1, \ldots, \mu_m) = \sup_{j \leq \ell} \Gamma(\mu_1^+, \ldots, \mu_m^+, j), \]

then the number of connected components of \( R^\prime \setminus \{ \bar{y} : \mu_i(\bar{a}_i, \bar{y}) = 0 \} \)

\[ \leq \left( \frac{2me}{\ell} \right)^\ell \cdot \Gamma^*(\mu_1, \ldots, \mu_m). \]

**Proof.** Warren essentially showed

\[ \sum_{r=1}^{\ell} 2^r \left( \frac{m}{r} \right) \leq \left( \frac{2me}{\ell} \right)^\ell \]

\( \square \).

**2.5 Estimating \( VC - \dim \text{ of } \mathcal{F} \).**

We have \( \Phi \) as before, with associated

\[ \tau_1, \ldots, \tau_m. \]

Now by (*) and the Corollary to Theorem 6, we get

\[ 2^v \leq \left( \frac{2s \varepsilon e}{\ell} \right)^\ell \sup_{j \leq \ell} \Gamma(\tau_1^+, \ldots, \tau_m^+, j). \quad (** \)\]

Note that we already started in * with \( \tau_i \pm \varepsilon \), and translating by extra \( \varepsilon_i \) changes nothing.

The problem with (** is that \( v \) occurs in the sup term. But this is quite illusory, since the \( \tau_i^+ \) for \( i \leq s \) are substitution instances of \( \tau_i^{+}(\bar{f}, \bar{y}), i \leq h \).
So

\[ 2^v \leq \left( \frac{2sve}{\ell} \right)^x \cdot \sup_{j \leq \ell} \Gamma(\tau^+_1, \cdots, \tau^+_k, j) \]

and \( B(\Phi) = B = \sup_{j \leq \ell} \Gamma^1(\tau^+_1, \cdots, \tau^+_k, j) \) is independent of \( v \).

If \( v/\ell \leq 4se \) we get

\[ 2^v \leq B \cdot (4se)^{2\ell}, \]

so

\[ v \leq \log B + 2\ell \log(4se). \]

If \( v/\ell > 4se \), we get

\[ 2^v < B \cdot \left( \frac{v}{\ell} \right)^{2\ell}, \]

so

\[ 2^{v/\ell} < B^{1/\ell} (v/\ell)^2. \]

Now \( 2^{v/2\ell} > (v/\ell)^2 \) if \( v/\ell > 16 \), so either

\[ v \leq 17\ell, \]

or

\[ 2^{v/2\ell} < B^{1/\ell}, \]

i.e.

\[ 2^v < B^2 \]

\[ \text{i.e.} \quad v < 2 \log B. \]

So in all cases,

\[ v < 2 \log B + (17 \log s)\ell \]

where \log is to base 2.

**Theorem 7.** \( VC\text{-dim}(\Phi) \leq [2 \log B + (17 \log s)\ell] \).

**Proof.** Done. \( \square \)

### 2.6. An example involving exponentiation.

We work with \( +, \cdot, 0, 1, <, e^x \) and appeal to Wilkie’s work [W94], or [DMM94], for a proof of \( \alpha \)-minimality. Let us suppose about \( \Phi \) that its terms \( \tau_i(\bar{x}, \bar{y})(i \leq s) \) are polynomials of degree \( \leq d \) in \( \bar{x}, \bar{y} \) and no more than \( q \) subterms \( \exp(g(\bar{x}, \bar{y})) \), where \( g \) is linear.

Khovanski [K91] has proved a basic result relating to this situation, namely:

**Theorem 8.** Let \( Q_i (i \leq m) \) be elements of \( \mathbb{R}[y_1, \cdots, y_k, e^{\lambda_1}, \cdots, e^{\lambda_q}] \), where the \( \lambda_i \) are linear functions of \( y_1, \cdots, y_k \). Suppose that the system

\[ Q_1 = \cdots = Q_m = 0 \]
is regular, so defining a manifold $\mathcal{M}$ of dimension $\ell - m$. Then if $Q_i$ has degree $d_i$ (in $y_1, \ldots, y_k, e^{A_1}, \ldots, e^{A_s}$), $k = \ell - m$ and

$$S = \sum_{i=1}^{m} d_i + k + 1,$$

$\mathcal{M}$ has no more than

$$2^{q(q-1)/2} d_1, \ldots, d_m S^k[(k + 1)S - k]^q$$

connected components.

Now note that in the proof of our main estimate we needed estimates only on number of connected components for regular configurations. So applying the above, in the notation of 2.5

$$B \leq 2^{q(q-1)/2} d^\ell[(\ell + 1)(d + 1)]^{\ell + q}.$$

Then $\log B$

$$\leq q(q - 1)/2 + \ell \log d$$

$$+ (\ell + q) \log(\ell + 1)(d + 1).$$

So in this case $V C$-dimension of $C^H_q$

$$\leq q(q - 1)/2 + q \log(\ell + 1)(d + 1)$$

$$+ \ell(\log d + 17 \log s).$$

2.7 Application to sparse formulas. Since Khovanski’s [K91] one has known how to use Finiteness Theorems about exponentiation to give uniform estimates in problems involving families of polynomials where there is an absolute bound to the number of nonzero coefficients occurring, but no bound on the degree of the polynomials. Using 2.6 we can readily get uniform bounds in for $VC - \dim C^H_q$ where $\Phi$ is a quantifier-free formula of the language of ordered fields. $\Phi(\bar{v}, \bar{y})$ is, as usual, built from terms $\pi(\bar{v}, \bar{y}) (i \leq s)$, and in this case the $\pi_i$ are polynomial. Let us assume about the $\pi_i$ only that they involve at most $q$ many $\bar{y}$-monomials, as $i$ varies.

The strategy is to break the $\bar{y}$-space $\mathcal{R}^\ell$ into $3^\ell$ pieces according to $y_i < 0, y_i = 0, y_i > 0$. Having made a choice for each $i$, one changes to variables $y_i^1$, with $y_i^1 = \log y_i$ if $y_i > 0, y_i^1 = \log(-y_i)$ if $y_i < 0$, and $y_i^1 = y_i$ if $y_i = 0$. Then $\Phi(\bar{v}, \bar{y})$ transforms to $\Phi^1(\bar{v}, \bar{y}^1)$, where $\Phi^1$ involves terms polynomial in $\bar{v}$ and linear in no more than $q$ exponentials of linear functions of the $y_i^1$.

To proceed, we have to inspect the main proof (2.4). The $VC$-dimension of $C^H_q$ is bounded by the number of connected components of a set in $\bar{y}$-space. So clearly it is bounded by $3^\ell \cdot b$, where $b$ is a uniform bounded covering all the subcases when we have made a fixed change of variable. But to the latter 2.6 applies, giving
\[ b \leq e^\ell \cdot \left[ q^{q-1}/2 \cdot [2(\ell + 1)]^{\ell + q} \right], \]

so in usual notation

\[
\log B \leq \ell \log 3 + \frac{q(q - 1)}{2} + (\ell + q) \log 2(\ell + 1),
\]

whence

\[
V C - \dim \mathcal{C} \leq \frac{q(q - 1)}{2} + q \log 2(\ell + 1) + \ell(\log 3 + \log 2(\ell + 1) + 17 \log s).
\]

### 3 Application to sigmoidal neural networks

We define [cf. [MS93]] a *sigmoidal* network architecture \( A \). The data involves:

a) A directed acyclic graph \( G \), labelled by variables and polynomials as explained below:

b) an integer \( \ell \), the dimension of the space of *weights*, and the weight variables \( y_1, \ldots, y_\ell \) (\( \ell \) is the number of *programmable* parameters);

c) if there are \( k \) input nodes (i.e. nodes of in-degree 0) these are labelled by variables \( v_1, \ldots, v_k \);

d) there is exactly one output node (i.e. a node of out-degree zero);

e) those nodes which are not input nodes are called computation nodes, and the \( m^{th} \) such \( N_m \) is labelled by a variable \( z_m \), and a polynomial

\[
P_m(v_1, \ldots, v_{\ell'}, z_{u_1}, \ldots, z_{u_\gamma}, y_{\lambda_1}, \ldots, y_{\lambda_\delta})
\]

where the \( y/\)'s are a subset of the weight variables, the \( v/\)'s correspond to the input nodes immediately below \( m \) (i.e. connected to \( m \)) and the \( z/\)'s correspond to the computation nodes immediately below \( m \).

One now fixes an activation function \( \sigma: \mathbb{R} \to \mathbb{R} \), in our case the function

\[
\sigma(x) = \frac{1}{1 + e^{-x}}.
\]

Then \( A \) computes a function \( \beta_A: \mathbb{R}^{k+\ell} \to \mathbb{R} \):

a) If \( N \) is a computation node, as above, labelled by \( z_m \)

\[
f_N(\vec{v}, \vec{y}) = \begin{array}{l}
\quad P_m(v_{i_1}, \ldots, v_{i_\gamma}, \sigma(f_{N_1}(\vec{v}, \vec{y}), \ldots, \\
\quad \sigma(f_{N_\gamma}(\vec{v}, \vec{y}), \ldots, y_{\lambda_1}, \ldots, y_{\lambda_\delta})
\end{array}
\]

where \( N_i \) corresponds to \( u_i, 1 \leq i \leq \gamma \).

Then \( \beta_A = f_{N_v} \), where \( N_v \) is the output node.

Now, if we work in a language with \(+, -, 0, 1\) and a symbol \( \sigma \) for the activation function, then \( f_A(\vec{v}, \vec{y}) \) is given by a term \( \tau(\vec{v}, \vec{y}) \), by transcribing naively the above recursion. Let \( \Phi(\vec{v}, \vec{y}) \) be
Then (by definition) the \( VC \)-dimension of \( A \) is the \( VC \)-dimension of \( C_i \). By [L92] (which appeals to Wilkie’s [W94]) this dimension is finite, since \( \sigma \) is definable in \( +, -, \cdot, 0, 1, \varepsilon^\ell \).

Given a sigmoidal network architecture \( A \), we now apply our results to get a very good estimate for \( VC(A) \). By which appeals to Wilkie’s this dimension is finite, since it is definable in \( +, -, \cdot, 0, 1, \varepsilon^\ell \).

Given a sigmoidal network architecture \( A \), we now apply our results to get a very good estimate for \( VC(B_{nZr}) \). We have simply to bound \( B_{nZr}(f) \) for \( f \in \mathbb{B} \) in order to get \( B \). That is, we need to know a bound on the number of connected components of an intersection of no more than \( j \) sets of the form

\[
\{ \tilde{y} : \tau(\bar{\alpha}_i, \tilde{y}) = \varepsilon_i \} \quad 1 \leq i \leq j.
\]

This estimate is given by working in a higher-dimensional space and using the Khovanski estimate used earlier.

We use the computation variables \( Z_m \), and others \( \bar{Z}_m \) in correspondence with those. Write \( Z_w \) for the output variable. Now consider

\[
\sum_m \left( P_m(v_{\ell_1}, \ldots, v_{\ell_j}, \bar{Z}_m, \ldots, \bar{Z}_m, y_{\ell_1}, \ldots, y_{\ell_j}) \right)^2 + (1 - \bar{Z}_m(1 + \varepsilon Z_m))^2
\] \[
= \mu(\bar{\alpha}, \bar{\tau}, \tilde{y}).
\]

Notice that

\[
\mu(\bar{\alpha}, \bar{\tau}, \tilde{y}) = 0
\] \[
\rightarrow Z_w = \tau(\bar{\alpha}, \tilde{y}), \quad \text{and}
\] \[
Z_w = \tau(\bar{\alpha}, \tilde{y}) \Leftrightarrow (3 \tilde{\bar{\alpha}})_w(\bar{\alpha}, \tilde{y}, \tilde{y}) = 0).
\]

Let \( m \) = the number of computation nodes. Then for fixed \( \hat{\alpha} \), the number of connected components in \( \mathbb{R}^{2m} \) of \( \mu(\bar{\alpha}, \bar{\tau}, \tilde{y}) = 0 \) is, by [K91],

\[
\leq 2m(m-1)/2 \cdot (2d)^{\ell+2m} \left[ (\ell + 2m + 1)(2d + 1) \right]^{\ell+3m}
\]

and this clearly gives a bound for the number for

\[
\tau(\hat{\alpha}, \tilde{y}) = \varepsilon.
\]

But we need to handle \( \leq j \), \( \tau(\hat{\alpha}_i, \tilde{y}) = \varepsilon_i \) together. So we need now variables

\[
v_{\ell_1, i}, Z_{N,i}, \tilde{Z}_{N,i}, \ldots, i \leq j,
\]

d thereby having us work in \( \mathbb{R}^{\ell+2mj} \) space, and obtaining an estimate

\[
2^{m(j-mj-1)/2} \cdot (2d)^{\ell+2mj} \left[ (\ell + 2mj + 1)(2d + 1) \right]^{\ell+3mj}
\]

and since \( B \) can be chosen no larger than the supremum of these \( j \leq \ell \), we get
\[
\log B \leq (m\ell)(m\ell - 1)/2 + (\ell + 2m\ell)(\log 2d)
\]
\[+
(\ell + 3m\ell)\log(\ell + 2m\ell + 1)
\]
\[+
(\ell + 3m\ell)\log(2d + 1),
\]
so \(VC - \dim(A) \leq (m\ell)(m\ell - 1)/2 + \ell(2m + 1)\log 2d + \ell(3m + 1)\log((2m + 1)\ell + 1) + \ell(3m + 1)\log(2d + 1). \)

### 3.1 Sparse Networks.

We maintain the notations of Section 3, but now we consider families of \(A\), based on the same graph, but where the \(PN\) can vary, subject to the restriction that none of them have more than \(\Delta\) many nonzero coefficients. Let us go directly to the point where we work in \(\mathbb{R}^{\ell + 2m\ell}\) with the \(\nu_{r,i}\) etc. By squaring and summing we will have changed \(\Delta\) to \((2m\ell)\Delta^2\). Taking account of the need to consider the various quadrants in \(\mathbb{R}^{\ell + 2m\ell}\) we now derive easily for \(B\) an estimate

\[
\leq 3^{\ell+2m\ell} \cdot 2^{(2m\ell)\Delta^2(2m^2\ell^2-1)/2} 
\]
\[\cdot 2(2 + \ell + 2m\ell)^{\ell+2m\ell-1},
\]
thereby getting a dominant term \(m^2\ell^2 \cdot \Delta^4\) for the \(VC\)-dimension.

### 3.2 Haussler’s Pseudo Dimension.

We refer to [MS93] for the definition of the pseudo-dimension of an architecture. Since the pseudo-dimension of an architecture \(A\) is bounded by the VC-Dimension of a new architecture \(A'\) (see [MS93]) got directly from \(A\), we get polynomial bounds for the pseudo-dimension. This answers affirmatively the second part of problem 10 in [M93].
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