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Abstract

Let an algebraic variety over a zero-characteristic ground field be given as a set of common zeros of a family of polynomials of the degree less than $d$ in $n$ variables. In this paper the following algorithms with the working time polynomial in the size of input and $d^n$ are constructed: an algorithm for the computation of the degrees of algebraic varieties, an algorithm for the computation of the dimension of the given algebraic variety in the neighborhood of a given point, an algorithm for the computation of the multiplicity of a given point of the algebraic variety, an algorithm for the computation smooth points with their tangent spaces on each component of a given algebraic variety.
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Introduction

In the paper polynomial-time algorithms are suggested for the computation of such basic numerical characteristics of algebraic varieties as degrees, dimensions of components containing a given point, multiplicities of points. Besides that, smooth points with their tangent spaces on each component of the algebraic variety are constructed. The case of zero-characteristic ground field is considered.

This paper continues and uses the results and technics of [3], [4] and [5] where the problem of the computation of the dimension of algebraic varieties and their components was solved for the case of zero-characteristic, see Introductions of [3], [5]. The case of non-zero characteristic for all the problems considered here is open.

The results of real algebraic geometry are essentially used in the present paper and in [3], [4] and [5]. We consider an algebraically closed field of zero characteristic as an extension of degree 2 of a real ordered field. The required property can be formulated over this real ordered field. After that we can apply the “transfer principle”, see [1], and reduce everything to the case of the field of real numbers. For this field we have a developed theory. The result from [14] is crucial which in its turn is based on the result of [13].

It should be emphasized that this paper can not appear until two principle steps were made in [3] and [5]. In [3] the problem of the computation of dimension was solved for the case of projective varieties. The algorithm from [5] for the computation of dimensions of all components of an algebraic variety required additionally four embedded recursions. It is not clear whether one can avoid all this technique of [5] for more simple problems, e.g. to find a point of an algebraic variety which does not belong to a component of the highest dimension, or even to determine whether there are components of different dimensions. Note also that in other terms the construction from [5] is a polynomial-time algorithm for the choice of the projection in the Noether normalization theorem.

Now we give the precise statements. Let \( k = \mathbb{Q}(t_1, \ldots, t_l) \) be the field where \( t_1, \ldots, t_l \) are algebraically independent over the field \( \mathbb{Q} \) and \( \theta \) is algebraic over \( \mathbb{Q}(t_1, \ldots, t_l) \) with the minimal polynomial \( F \in \mathbb{Q}[t_1, \ldots, t_l, Z] \) and leading coefficient \( \deg F \) of \( F \) is equal to 1. Let homogeneous polynomials \( g_i, \ldots, g_m \in k[X_0, \ldots, X_n] \) be given. Consider the closed algebraic set or which is the same in this paper the algebraic variety

\[
V = \{(x_0 : \ldots : x_n) : g_i(x_0, \ldots, x_n) = 0 \forall 0 \leq i \leq m \} \subset \mathbb{P}^n(k).
\]

This is a set of all common zeros of polynomials \( g_0, \ldots, g_m \) in the projective space \( \mathbb{P}^n(k) \), where \( k \) is an algebraic closure of \( k \). Below for brevity we shall use denotations like \( V = \{g_0 = \ldots = g_m = 0\} \).

We shall represent each polynomial \( f = g_i \) in the form

\[
f = \frac{1}{a_0} \sum_{i_0, \ldots, i_n \geq 0} \sum_{s < \deg f} a_{i_1, \ldots, i_m, j} \theta^{j} X_0^{i_0} \cdots X_{n}^{i_n},
\]

where \( a_{i_1, \ldots, i_m, j} \) are coefficients.
where \(a_0, a_1, \ldots, a_{s,j} \in \mathbb{Z}[t_1, \ldots, t_l] \), \(\gcd_{i_1, \ldots, i_{s,j}}(a_0, a_1, \ldots, a_{s,j}) = 1\). Define the length \(l(a)\) of an integer \(a\) by the formula \(l(a) = \min\{s \in \mathbb{Z} : |a| < 2^s - 1\}\). The length of coefficients \(l(f)\) of the polynomial \(f\) is defined to be the maximum of length of coefficients from \(\mathbb{Z}\) of polynomials \(a_0, a_1, \ldots, a_{s,j}\) and the degree

\[
\deg_{g,a}(f) = \max_{i_1, \ldots, i_{s,j}} \{\deg_{g,a}(a_0), \deg_{g,a}(a_1, \ldots, a_{s,j})\},
\]

where \(1 \leq \alpha \leq l\). In the similar way \(\deg_{g,F}\) and \(l(F)\) are defined.

We shall suppose that we have the following bounds

\[
\deg_{X_{s}, \ldots, X_n}[g_1] < d, \quad \deg_{s,a}(g_1) < d_1, \quad l(g_1) < M_1,
\]

\[
\deg_{Z}(F) < d_1, \quad \deg_{s,a}(F) < d_2, \quad l(F) < M_1.
\]

The size \(L(f)\) of the polynomial \(f\) is defined to be the product of \(l(f)\) to the number of all the coefficients from \(\mathbb{Z}\) of \(f\) in the dense representation. We have

\[
L[g_1] < \left( \frac{d + n}{n} \right) d_1 + 1) d_2 M
\]

Similarly \(L(F) < d_1^{d+1} M_1\). Below if there is no special mention about it we set \(l\) to be fix.

Let \(V_s\) be the union of all the components of of \(V\) of the dimension \(n - s\) where \(0 \leq s \leq n\). The degree \(\deg V_s\) of \(V_s\) is equal to \(\max \# V_s \cap H\) where the maximum is taken over all the linear subspaces \(H\) of \(\mathbb{P}^n(\overline{k})\) of the dimension \(s\) such that \(\#V_s \cap H < +\infty\). The degree \(\deg V\) of \(V\) is set to be \(\sum_{0 \leq s \leq n} \deg V_s\).

**THEOREM 1.** Let a projective algebraic variety \(V\) over the ground field \(k\) be given as a set of common zeros in \(\mathbb{P}^n(\overline{k})\) of a family of homogeneous polynomials \(g_0, \ldots, g_m \in k[X_0, \ldots, X_n]\) of the degrees less than \(d\). Then the degrees \(\deg V_s\) for all \(0 \leq s \leq n\) and \(\deg V\) can be computed within the time polynomial in \(d^n, d_1, d_2, M, M_1, m\).

Let \(x \in \mathbb{P}^n(\overline{k})\). The dimension \(\dim_x V\) of the variety \(V\) in the point \(x\) (or in the neighborhood of the point \(x\)) is set to be \(\max_W \dim W\) where the maximum is taken over all the components \(W\) of \(V\) such that \(x \in W\). Denote by \(W\) the set of all such components \(W\).

**THEOREM 2.** Let \(x \in \mathbb{P}^n(\overline{k})\). The dimensions of all the components containing the the point \(x\), i.e. the set \(\{\dim W : W \in W\}\) can be computed within the time polynomial in \(d^n, d_1, d_2, M, M_1, m\) and the size of the point \(x\). Therefore, the dimension \(\dim_x V\) of the variety \(V\) in the point \(x\) can be computed within the same time.

Now let a point \(x \in V_s\) and \(0 \leq s \leq n - 1\). Denote by \(L\) the set of linear subspaces \(L\) of \(\mathbb{P}^n(\overline{k})\) such that \(\dim L = s, \ x \in L\) and \(\#V_s \cap L < +\infty\). The multiplicity \(\mu(x, V_s)\) of the point \(x\) of the variety \(V_s\) is defined by the formula

\[
\mu(x, V_s) = \min_{L \in L} \{1 + \deg V_s - \#V_s \cap L\}.
\]
This formula can be explained in the following way, c.f. [12]. By its initial meaning the multiplicity \( \mu(x, V_s) \) is equal to the number of points infinitely close to \( x \) of the intersection of a generic linear subspace \( \widehat{L} \), \( \dim \widehat{L} = s \), which is infinitely close to the point \( x \). So \( \#V_s \cap \widehat{L} = \deg V_s \). When one shifts this generic linear subspace to the generic subspace \( \widehat{L} \) containing the point \( x \) (by an infinitely small shift) all the points of the intersection which were in the infinitely small neighborhood of \( x \) goes to \( x \), other points of the intersection go bijectively to \(-1 + \#V_s \cap \widehat{L} = \max_{L \in \mathbb{L}} \{-1 + \#V_s \cap L\} \) points. So one get this formula for \( \mu(x, V_s) \).

If \( x \in V_0 \) then \( \mu(x, V_0) = 1 \). If \( x \in V \) set \( S(x) = \{s : x \in V_s\} \). The multiplicity \( \mu(x, V) \) of the point \( x \) of the variety \( V \) is set to be

\[
\mu(x, V) = \sum_{s \in S(x)} \mu(x, V_s).
\]

**THEOREM 3.** The multiplicities \( \mu(x, V_s) \) for all \( 0 \leq s \leq n \) and \( \mu(x, V) \) can be computed within the time polynomial in \( d^n, d_1, d_2, M, M_1, m \) and the size of the point \( x \).

**THEOREM 4.** Let a projective algebraic variety \( V \) over the ground field \( k \) be given as a set of common zeros in \( \mathbb{P}^n(k) \) of a family of homogeneous polynomials \( g_0, \ldots, g_m \in k[X_0, \ldots, X_n] \) of the degrees less than \( d \). Let \( V_s \) as above be the union of all the components of \( V \) of the dimension \( j \) where \( 0 \leq s \leq n \). Then one can construct for every \( 0 \leq s \leq n \) a finite set \( A_s \) of smooth points of \( V_s \) and for every point \( x \in A_s \) the tangent space \( T_x \) of the variety \( V_s \) in the point \( x \). The tangent spaces are considered here as linear subspaces of \( \mathbb{P}^n(k) \). Besides that, \( A_s \) satisfy to the property that for every component \( W \) of \( V_s \) there exists a point \( x \in A_s \cap W \). The number of elements \( \#A_s \leq d^s \). The working time of the algorithm for constructing all \( A_s, \ 0 \leq s \leq n \) is polynomial in \( d^n, d_1, d_2, M, M_1, m \).

**REMARK 1.** The working time of the algorithm from the theorems 1, 2, 3 and 4 is essentially the same as by solving system of polynomial equations with a finite set of solutions in the projective space. So it can be formulated also in the case when \( l \) is not fixed, see [6]

1 **Computation of the degree of algebraic varieties and its smooth points**

We need the following lemma.

**LEMMA 1.** Let \( V_s, 0 \leq s \leq n \) be the variety from the statement of Theorem 1 and \( L_0, L_{s+1}, L_{s+2}, \ldots, L_m \) be \( n - s + 1 \) linear forms from \( \mathbb{P}^n(k) \) such that

\[
V_s \cap \{L_0 = L_{s+1} = L_{s+2} = \ldots = L_m = 0\} = \emptyset
\]

in \( \mathbb{P}^n(k) \). Denote by

\[
p : V_s \longrightarrow \mathbb{P}^{n-s}(k), (X_0 : \ldots : X_n) \mapsto (L_0 : L_{s+1} : \ldots : L_m)
\]

which is a finite morphism [9]. Then
(i) there exists an open in the Zariski topology subset $U$ of $\mathbb{P}^{n-s}(\overline{k})$ such that for every $x \in U$ the cardinality $\# p^{-1}(x) = \deg V_x$.

(ii) if for some point $x \in \mathbb{P}^{n-s}(\overline{k})$ the cardinality $\# p^{-1}(x) = \deg V_x$ then for every $y \in p^{-1}(x)$ the point $y$ is a smooth point of the variety $V_x$ and the differential of $p$ in the point $y$

$$d_y p : T_y V_x \longrightarrow T_{x,p^{-1}(x)}$$

is the isomorphism of tangent spaces $T_y V_x$ and $T_{x,p^{-1}(x)}$ of the varieties $V_x$ and $\mathbb{P}^{n-s}(\overline{k})$ in the points $y$ and $x$ respectively.

**PROOF.** We can suppose without loss of generality that $V_x = W$ is irreducible over $\overline{k}$. Let $Y \in \mathbb{K}[X_0, \ldots, X_n]$ be a linear form. Consider the morphism

$$p_1 : W \longrightarrow \mathbb{P}^{n-s+1}(\overline{k}), (X_0 : \ldots : X_n) \mapsto (Y : L_0 : L_{s+1} : L_n).$$

Since $p$ is finite morphism $p_1(W)$ is a closed subset in $\mathbb{P}^{n-s+1}(\overline{k})$ and $p_1(W) = \{ G = 0 \}$ where $G \in k[Y, L_0, L_{s+1}, \ldots, L_n]$ is a separable homogeneous polynomial with leading coefficient $\text{deg}_Y G = 1$.

By the theorem about the primitive element for fields there exists a linear form $Y \in \mathbb{K}[X_0, \ldots, X_n]$ such that that the morphism

$$p_1 : W \longrightarrow \mathbb{P}^{n-s+1}(\overline{k}), (X_0 : \ldots : X_n) \mapsto (Y : L_0 : L_{s+1} : L_n)$$

induces the birational isomorphism $W \longrightarrow p_1(W)$ which we shall denote $p_2$. So there exists an open subset $U_1 \subset W$ such that $p_2(U_1)$ is open in $p_1(W)$ and $p_2$ induces the isomorphism $U_1 \longrightarrow p_2(U_1)$.

There exists a projection $p_3 : p_1(W) \longrightarrow \mathbb{P}^{n-s}(\overline{k})$ such that $p = p_3 \circ p_2$. Denote $R = \text{Res}_Y (G, G'_x)$ the discriminant of the polynomial $G$ relatively to $Y$. Then $0 \neq R$ is a homogeneous polynomial since $G$ is a separable homogeneous polynomial with leading coefficient $\text{deg}_Y G = 1$. If $R(x) \neq 0$ then the cardinality $\# p_3^{-1}(x) = \deg Y G$, for every $y \in p_3^{-1}(x)$ the point $y$ is a smooth point of the variety $p_1(W)$ and the differential of $p_3$ in the point $y$

$$d_y p_3 : T_y p_1(W) \longrightarrow T_{x,p^{-1}(x)}$$

is the isomorphism of tangent spaces $T_y p_1(W)$ and $T_{x,p^{-1}(x)}$ of the varieties $p_1(W)$ and $\mathbb{P}^{n-s}(\overline{k})$ in the points $y$ and $x$ respectively. The last statement follows here just from the fact that $G_Y (y) \neq 0$ since $R(x) \neq 0$.

Let $U = \{ R \neq 0 \} \setminus p_3(p_2(W) \setminus p_2(U_1))$. Then for every $x \in U$

(i) the cardinality $\# p^{-1}(x) = \deg G$,

(ii) for every $y \in p^{-1}(x)$ the point $y$ is a smooth point of the variety $W$ and the differential of $p$ in the point $y$

$$d_y : T_y W \longrightarrow T_{x,p^{-1}(x)}$$

is the isomorphism of tangent spaces $T_y W$ and $T_{x,p^{-1}(x)}$ of the varieties $W$ and $\mathbb{P}^{n-s}(\overline{k})$ in the points $y$ and $x$ respectively.
Show that \( \deg G = \deg W \). Let \( \varepsilon > 0 \) be an infinitely small value relatively to the field \( k \). So the map of the standard part

\[
\text{st} : \mathbb{P}^r(k\varepsilon) \to \mathbb{P}^r(k)
\]

for every \( r \geq 0 \) is defined, see [5]. Denote by \( \mathcal{H}_1 \) the set of families \( H \) of \( n-s+1 \) linear forms \( H_0, H_{s+1}, H_{s+2}, \ldots, H_n \) in \( X_0, \ldots, X_n \) such that if one change in the formulation of Lemma 1 the forms \( L_0, L_{s+1}, L_{s+2}, \ldots, L_n \) for \( H_0, H_{s+1}, H_{s+2}, \ldots, H_n \) then (i) and (ii) will be satisfied for \( U''(H) \) and \( p(H) \) corresponding to \( U \) and \( p \). Consider \( \mathcal{H}_1 \) as a subset of \( \mathbb{A}^{(n-s+1)(n+1)} \). Then [9] \( \mathcal{H}_1 \) is an open subset of \( \mathbb{A}^{(n-s+1)(n+1)} \) in the Zariski topology.

Therefore, there exists a family \( H_0, H_{s+1}, H_{s+2}, \ldots, H_n \) in \( \mathcal{H}_1(k\varepsilon) \) such that all the forms \( H_j - L_j \) have infinitely small coefficients. Thus, by Lemma 8 from [4] for every \( x \in U \cap U''(H) \) for every \( y^* \in p(H)^{-1}(x) \) the element \( y = \text{st} y^* \in p^{-1}(x) \). The differential of \( p \) in the point \( y \) is the isomorphism. Therefore, by the theorem about the implicit function there exists a unique \( y' \in p(H)^{-1}(x) \) such that \( \text{st} y' = y \). Hence, \( y' = y^* \). Thus,

\[
\deg W = \#p(H)^{-1}(x) = \#p^{-1}(x) = \deg_Y G
\]

and, therefore, \( \deg G = \deg W \) and (i) is proved.

To prove (ii) note that if \( R(x) \neq 0 \) and \( y \in p^{-1}(x) \) then the point \( p_1(y) \) is smooth, the local ring \( \mathcal{O}_{p_1(y),p_1(W)} \) of the variety \( p_1(W) \) in the point \( p_1(y) \) is integrally closed. Therefore, the local rings

\[
\mathcal{O}_{y,W} \cong \mathcal{O}_{p_1(y),p_1(W)}
\]

since \( \mathcal{O}_{y,W} \) is integral over \( \mathcal{O}_{p_1(y),p_1(W)} \) and has the same fraction field. Thus, \( p_1 \) is an isomorphism in the neighborhood of each point \( y \in p^{-1}(x) \). So we can suppose that \( p^{-1}(x) \subseteq U_1 \) and, therefore, \( x \in U \). Now (ii) follows from the fact that for each point \( x \) for which \( \# p^{-1}(x) = \deg W \) there exists a linear form \( Y \) such that the corresponding \( p_1 \) is birational, \( \# p_1^{-1}(x) = \deg W \) and so \( R(x) \neq 0 \) by the proved above. The Lemma is proved.

We shall suppose without loss of generality that

\[
\deg(g_i) = \deg_{X_0,\ldots,X_n} g_i = d
\]

for all \( 0 \leq i \leq m \) changing if it is necessary each polynomial \( g_i \) for the family of polynomials \( \{ g_i X_j - \deg (g_i) + d \}_{0 \leq j \leq n} \).

Remind that in [5] for each \( s \) the algorithm of polynomial complexity is suggested which finds all the \( s \) for which \( V_s \neq 0 \). For every \( s \) at the step \( s \) the algorithm of [5] constructs polynomials \( h_1, \ldots, h_s \) and linear forms \( L_{s+1}, \ldots, L_n \) in \( X_0, \ldots, X_n \) with integer coefficients of the size \( O(s \log d) \) such that

\[
h_i = \sum_{0 \leq j \leq m} \lambda_{i,j} g_j, \quad \lambda_{i,j} \in \mathbb{Z}
\]
for all \(i,j\). Besides that, the following property is fulfilled. Let
\[
W_s = \{h_1 = \ldots = h_s = 0\} \subseteq \mathbb{P}^n(\bar{k})
\]
be the variety of all common zeros of polynomials \(h_1, \ldots, h_s\) in \(\mathbb{P}^n(\bar{k})\), the variety \(W'\) be the union of all the components \(U_1\) of \(W\) such that \(\dim U_1 = n-s\), and \(W''\) be the union of all the components \(U_1\) of \(W\) such that \(\dim U_1 > n-s\). Then the subset of \(\mathbb{P}^n(\bar{k})\)
\[
W' \cap \{L^{(s)}_{s+1} = \ldots = L^{(s)}_m = 0\}
\]
is finite and
\[
W'' \cap \{L^{(s)}_{s+1} = \ldots = L^{(s)}_m = 0\} \cap W'' = \emptyset.
\]
The form \(L^{(s)}_{s+1}\) is such that it is not equal to zero in each point of \(W' \cap \{L^{(s)}_{s+1} = \ldots = L^{(s)}_m = 0\}\).

We shall denote also \(W' = W'_s, W'' = W''_s\) when the dependence on \(s\) will be essential.

Compute, see [3], [5], all the points \(\{x_u\}_{1 \leq u \leq N}\) of the set \(W' \cap \{L^{(s)}_{s+1} = \ldots = L^{(s)}_m = 0\}\). Let \(x_u = (x_{u,0}, \ldots, x_{u,n})\) where all \(x_{u,i}\) are from a finite extension of \(k\). Construct a real structure for the field \(K = k(x_{u,0}, \ldots, x_{u,n})\), see [3], [5], which induces the real structure on \(\bar{k}\).

Let \(\varepsilon_1 > 0\) be an infinitely small value relatively to the field \(K\) and \(\varepsilon_2 > 0\) an infinitely small value relatively to the field \(K(\varepsilon_1)\), the field \(K_1 = K(\varepsilon_1, \varepsilon_2)\).

Let \(Y_0, \ldots, Y_n\) be new variables. For every \(0 \leq u \leq N\) consider the following system of equations and inequalities with coefficients in \(K_1\)
\[
\begin{align*}
h_i = 0, & \quad 1 \leq i \leq s \\
h_i(Y_0, \ldots, Y_n) = 0, & \quad 1 \leq i \leq s \\
L^{(s)}_j(X_0 - Y_0, \ldots, X_n - Y_n) = 0, & \quad j \in \{0, s+1, \ldots, n\} \\
\sum_{i \leq u \leq N} |X_i - x_{u,i}|^2 \leq \varepsilon_1, & \\
\sum_{i \leq u \leq N} |Y_i - X_i|^2 \leq \varepsilon_1, & \\
\sum_{i \leq u \leq N} |Y_i - X_i|^2 \geq \varepsilon_2, & \quad (1, u)
\end{align*}
\]

**LEMMA 2.** Let \(W' = W'_s\) as above. Then \(N = \deg W'\) if and only if for every \(1 \leq u \leq N\) there exist no solutions of system (1, \(u\)) in \(\mathbb{A}^{2n+2}(\bar{k}_1)\). If for every \(1 \leq u \leq N\) there exist no solutions of system (1, \(u\)) in \(\mathbb{A}^{2n+2}(\bar{k}_1)\) then all the points \(\{x_u\}_{1 \leq u \leq N}\) of the variety \(W'\) are smooth and the differentials of the projection
\[
p : W' \to \mathbb{P}^{n-1}(\bar{k}), (X_0 : \ldots : X_n) \mapsto (L^{(s)}_0 : L^{(s)}_{s+1} : \ldots : L^{(s)}_m)
\]
in points \(\{x_u\}_{1 \leq u \leq N}\) are isomorphisms.

**PROOF.** Follows directly from Lemma 1 when one changes \(y_0, \ldots, y_m\) for \(h_1, \ldots, h_s\) and therefore \(V_s, \ldots, V_{s+1}\) for \(W'_s, \ldots, W''_s\), c.f. also the proof of lemmas 14, 15 of [5].

Return to the description of the algorithm. Our aim now is to compute \(\deg W'\). Construct a solution of some system \((1, u)\) or ascertain that for every \(1 \leq u \leq N\)
there exists no solutions of system \((1, u)\) in \(k^{3n+2}(\overline{K_1})\). In the last case by Lemma 2 the degree \(\deg W' = N\) is already computed. Suppose that there exists a solution
\[
(x'_0, \ldots, x'_n, y'_0, \ldots, y'_n) \in k^{3n+2}(\overline{K_1})
\]
of some system \((1, u_0)\). Denote \(x' = (x'_0 : \ldots : x'_n)\) and \(y' = (y'_0 : \ldots : y'_n)\), so \(x', y' \in \mathbb{P}^n(\overline{K_1})\). Set
\[
L'_i = L_i + (L_i^{(s)} / L_0^{(s)})x'_0, \quad s + 1 \leq i \leq n, \quad L'_0 = L_0^{(s)}.
\]
Compute all the points from the set \(W' \cap \{ L'_0 = \ldots = L'_n = 0 \} \) in \(\mathbb{P}^n(\overline{K_1})\). Denote \(N' = \#W' \cap \{ L'_0 = \ldots = L'_n = 0 \} \). By Lemma 8 from [4] for every \(x^* \in W' \cap \{ L'_n = 0 \} \) there exists \(1 \leq u \leq n\) such that \(st x^* = x_u\). So \(N' \geq N\). Further, \(x', y' \in W' \cap \{ L'_0 = \ldots = L'_n = 0 \} \), \(x' \neq y'\) and \(st x' = st y'\). Therefore, \(N' \geq N + 1 > N\).

Now apply the second auxiliary algorithm from [5] to \(L'_0, L'_1, \ldots, L'_n\) and construct linear forms \(M_0, M_1, \ldots, M_n\) with coefficients from \(\mathbb{Z}\) of the length \(O(n \log d)\) such that
\[
\#W' \cap \{ M_0 = \ldots = M_n = 0 \} \geq N',
\]
\[
W' \cap \{ M_0 = \ldots = M_n = 0 \} \cap W'' = \emptyset \quad \text{and} \quad M_0 = L'_0.
\]
After that, return recursively to the beginning of the algorithm described changing the forms \(L_0^{(s)}, L_1^{(s)}, \ldots, L_n^{(s)}\) for \(M_0, M_1, \ldots, M_n\). Since \(N' > N\) there are at most \(d^t\) such returns in the algorithm.

Thus, we shall compute in the required time \(\deg W'\) and we can suppose without loss of generality by Lemma 2 that \(N = \deg W'\), all the points \(x_u, 1 \leq u \leq N\) are smooth on the variety \(W'\) and the differentials of the projection \(p\), see Lemma 2, in the points \(x_u, 1 \leq u \leq N\) are isomorphisms.

Show how to choose among the points \(x_u, 1 \leq u \leq N\) the points from \(V_a\). Let \(1 \leq u \leq N\). Consider the following system of equations and an inequality with coefficients from \(k(\varepsilon_1)\)
\[
h_1 = \ldots = h_s = 0, \quad h_{s+1} \neq 0, \quad \sum_{0 \leq i \leq n} |X_i - x_{u,i}|^2 < \varepsilon_1. \tag{2, u}
\]

**Lemma 3.** The point \(x_u = (x_{u,0} : \ldots : x_{u,n}) \in V_a\) if and only if system \((2, u)\) has no solutions in \(k^{n+1}(k(\varepsilon_1))\).

**Proof.** It follows directly from the fact that the point \(x_u\) is smooth and from the definition of polynomials \(h_1, \ldots, h_{s+1}\), see above (and also [5]). The lemma is proved.

Now construct, c.f. [3], [5], solving systems \((2, u)\) the subset \(A \subseteq \{1, \ldots, n\}\) of all indices \(u\) such that system \((2, u)\) has no solutions in \(k^{n+1}(k(\varepsilon_1))\).
By Lemmas 1, 2 and 3 we have \( \# A = \deg V_s \), the set \( V_s \cap \{ L_n^{(s)} = \ldots = L_0^{(s)} = 0 \} = \{ x_u : u \in A \} \) and the differentials of the projection \( p \), see Lemma 2, in the points \( x_u, u \in A \) are isomorphisms.

Thus, the degree \( \deg V_s \) and the set of smooth points \( \{ x_u : u \in A \} \subset V_s \) can be computed for every \( s \). Theorem 1 is proved.

To prove Theorem 4 it is sufficient now to construct the tangent spaces of \( V_s \) in the points from \( \{ x_u : u \in A \} \).

**Lemma 4.** Let \( \phi = (\phi_1, \ldots, \phi_r) : V' \rightarrow \mathbb{K}, r \geq 0 \), be a morphism of algebraic varieties which \( \phi_1, \ldots, \phi_r \) is given by the coordinate functions \( \phi_1, \ldots, \phi_r \) in \( \mathbb{K} \), let the point \( y \in V' \) be smooth and the differential
\[
d_y \phi : T_y V' \rightarrow T_{\phi(y)} \mathbb{K}
\]
of \( \phi \) in the point \( y \) be the isomorphism of the tangent space \( T_y V' \) of \( V' \) in the point \( y \) and \( T_{\phi(y)} \mathbb{K} \) in \( \phi(y) \). Denote
\[
C_j = \{(z_1, \ldots, z_r) \in \mathbb{K} : z_m - \phi_m(y) = 0, 1 \leq m \leq r, m \neq j\}
\]
for every \( 1 \leq j \leq r \). Then \( D_j = \phi^{-1}(C_j) = \{ x \in V' : \phi_m(x) - \phi_m(y) = 0, 0 \leq m \leq r, m \neq j \} \) is a curve in some neighborhood of \( y \), the point \( y \) is smooth on \( D_j \), so the tangent space \( T_y D_j \) of \( D_j \) in the point \( y \) is the subset \( T_y D_j \subset T_y V' \). Finally, we have \( \sum_{1 \leq j \leq r} T_y D_j = T_y V' \).

**Proof.** In the case when one changes \( K \) for \( \mathbb{C} \) the statements of the lemma follow directly from the theorem about the implicit function. In the considered case it is sufficient to apply the transfer principle for the field supplied with a real structure, c.f. [3], see [1]. The lemma is proved.

Now set \( V' = p^{-1}(\{ L_0^{(s)} \neq 0 \}) \subset W' \) where \( p \) is the projection from Lemma 2 and \( y = x_u \) for some \( u \in A \). So \( \{ L_0 \neq 0 \} \approx \mathbb{K}^{n-s} \). Set \( \phi = p|_{V'} \). Apply Lemma 4. We have
\[
D_j = \{ h_1 = \ldots = h_s = 0 & L_j^{(s)} - (L_{j+s}^{(s)} / L_0^{(s)}) (x_u) L_0^{(s)} = 0, 1 \leq m \leq n-s, m \neq j \}
\]
for \( 1 \leq j \leq n-s \) in some neighborhood of \( x_u \).

Thus, construct general points of curves \( D_j \) and Newton–Puiseux expansions of coordinate functions of general points of \( D_j \) in uniformizing elements in some neighborhood of \( x_u \), c.f. [3] section 3, paragraphs (11), (12), (13) and also [5], section 1, paragraph (16). Now one can easily construct the tangent space \( T_{x_u D_j} \) of \( D_j \) in the point \( x_u \). Hence, by Lemma 4 all the tangent spaces \( T_{x_u V'}, u \in A \), can be constructed in the required time. Theorem 4 is proved.

### 2 Computation of dimensions of components containing the point and the multiplicity of a point

Now we are going to prove Theorem 2. This theorem follows immediately from the following lemma.
LEMMA 5. Let $x \in W^n = W^n$, see Section 1. Then one can decide whether $x \in V_s$ within the time polynomial in $d^n$, $d_1$, $d_2$, $M$, $M_1$, $m$ and the size of the point $x$.

PROOF. Construct the set $\{x_u : u \in A\}$ of smooth points of $V_s$ such that

$$\{x_u : u \in A\} = V_s \cap \{L_{s+1}^{(s)} \neq \ldots = L_n^{(s)} = 0\}$$

, see Section 1. Construct a linear subspace $L$ of $\mathbb{P}^n(\overline{K})$ of dimension $s+1$ containing the point $x$ and the linear subspace $\{L_{s+1}^{(s)} = \ldots = L_n^{(s)} = 0\}$ of dimension $s$. So the linear subspace $L = \{L_{s+1} = \ldots = L_n = 0\}$ where the linear forms $L_i$, $s+2 \leq i \leq n$, in $L_{s+1}^{(s)}, \ldots , L_n^{(s)}$ are constructed.

The intersection $L \cap V_s$ is a curve $C_s$. Each irreducible component of $C_s$ is an irreducible component of the variety of solutions of the system

$$h_1 = \ldots = h_s = L_{s+2} = \ldots = L_n = 0. \quad (3)$$

The points $\{x_u : u \in A\}$ are smooth on the variety of solutions of (3) by the construction of Section 1 and $C_s \supset \{x_u : u \in A\}$. So applying the algorithm from [6], c.f. also [3],[5], construct in the required time the systems of equations which gives one-dimensional irreducible components of the variety of solutions of (3), then substituting in them the coordinates of the points from $\{x_u : u \in A\}$ choose among these irreducible components those which are components of $C_s$. Finally, substituting in the systems of equations which gives irreducible components of $C_s$, the coordinates of the point $x$ decide whether $x \in C_s$, i.e. whether $x \in V_s$. The lemma is proved.

Theorem 2 is proved. Now we are going to prove Theorem 3.

Denote by $\text{con}(x, V_s)$ the tangent cone of the variety $V_s$ in the point $x$. It consists by definition of the lines containing $x$ which are limits of secants of $V_s$ containing $x$ when another point of the intersection of the secant with $V_s$ tends to $x$. Strictly speaking this definition is valid for the case when the ground field is $\mathbb{C}$. Another definition of $\text{con}(x, V_s)$ is valid for arbitrary fields. The cone is defined as the variety of zeros of the ideal generated by the forms of the lowest degree of the elements of the ideal of the initial variety in the case when it is affine and the point $x$ has coordinates equal to zero, see just below. Factually, if one use the second definition in many cases one can give the sense to the first one.

We can effect a linear automorphism of $\mathbb{P}^n(\overline{K})$ and suppose without loss of generality (may be changing the ground field $k$) that $x = (1: 0: \ldots: 0)$. We have the following definition of the cone $\text{con}(x, V)$. Identify $\mathbb{A}^n(\overline{K})$ with $\{X_0 \neq 0\} \subset \mathbb{P}^n(\overline{K})$. Let $X_1, \ldots , X_n$ be the coordinate functions in $\mathbb{A}^n(\overline{K})$ corresponding to $X_1/X_0, \ldots , X_n/X_0$ in $\mathbb{P}^n(\overline{K})$. Denote $U_s = V_s \cap \{X_0 \neq 0\} \subset \mathbb{A}^n(\overline{K})$. Let $I(U_s) \subset \mathbb{k}[X_1, \ldots , X_n]$ be the ideal of the affine variety $U_s$. Each element of $F \in \mathbb{k}[X_1, \ldots , X_n]$ is represented as a sum $F = F_r + F_{r+1} + \ldots + F_m$ of homogeneous polynomials $F_j$ in $X_1, \ldots , X_n$. So for each element of $F \in \mathbb{k}[X_1, \ldots , X_n]$ the form of the lowest degree $F_r$ is defined. Denote by $I'(U_s)$ (respectively $I'(V_s)$)
the ideal generated by the forms of the lowest degree of the elements of \( I(U_1) \). Then \( \text{con}(x, V) \cap \{ X_0 \neq 0 \} \) (respectively \( \text{con}(x, V) \)) is set of zeros of the ideal \( I'(U_1) \) (respectively \( I'(V_1) \)). About the equivalence of the definition with secants, this one and other definitions of the tangent cone see [10], [15].

Note that in the case of a field of zero-characteristic with a real structure the equivalence of the definition with secants and the second given here can be proved by applying the transfer principal [1] if this equivalence is known in the classical case. It is essential here that the fact that the point \( y \) belongs to the variety of zeros of the ideal \( I'(V_1) \) can be expressed in the language of the first order theory of real fields, since one can bound the degrees of generators of \( I'(V_1) \) by a function in \( d \) and \( n \).

Let \( \varepsilon > 0 \) be an infinitely small value relatively to the field \( k \). So the map of the standard part

\[
\text{st} : \mathbb{P}^r(k(\varepsilon)) \rightarrow \mathbb{P}^r(k)
\]

for every \( r \geq 0 \) is defined, see [3]. Let \( h_1, \ldots, h_n \) be as in Section 1. Consider the following system of equations and an inequality with coefficients from \( k(\varepsilon) \)

\[
h_1 - \varepsilon X_1^d = \ldots = h_n - \varepsilon X_n^d = 0.
\]

(4)

Denote by \( V'_\varepsilon \) the variety of solutions of system (4) in \( \mathbb{P}^n(k(\varepsilon)) \). Each irreducible component of \( V'_\varepsilon \) has the dimension \( n - s \). Set \( V' = \text{st}(V'_\varepsilon) \). Then, c.f. [6], \( V' \) is an algebraic variety in \( \mathbb{P}^n(k) \) and each irreducible component of \( V' \) has the dimension \( n - s \). Besides that each component of \( V'_\varepsilon \) is a component of \( V' \), see [6]. Set \( U'_\varepsilon = V'_\varepsilon \cap \{ X_0 \neq 0 \} \) and \( U' = V' \cap \{ X_0 \neq 0 \} \). These are affine varieties.

Construct using the algorithm from [3] the family \( L_0, L_{s+1}, L_{s+2}, \ldots, L_n \) of linear forms with integer coefficients of the size \( O(n \log d) \) such that

\[
V'_\varepsilon \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \emptyset
\]

(5)

in \( \mathbb{P}^n(k(\varepsilon)) \) and \( L_0 \) is not vanishing in each point of \( V'_\varepsilon \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \). Condition (5) is equivalent, c.f. [6], to \( V' \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \emptyset \) in \( \mathbb{P}^n(k) \). We shall suppose without loss of generality that \( L_{s+1}(x) = L_{s+2}(x) = \ldots = L_n(x) = 0 \) changing if it is necessary each \( L_i \) for \( L_i - (L_i/L_0)(x)L_0 \), \( s + 1 \leq i \leq n \). So \( L_{s+1}, L_{s+2}, \ldots, L_n \) are linear forms in \( X_1, \ldots, X_n \).

Our aim now is to construct a family of linear forms \( M_0, M_{s+1}, M_{s+2}, \ldots, M_n \) such that \( M_0 = L_0 \), the forms \( M_{s+1}, M_{s+2}, \ldots, M_n \in k[X_1, \ldots, X_n] \) have the coefficients from \( \mathbb{Z} \) of the length \( O(n \log d) \),

\[
V' \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset
\]

in \( \mathbb{P}^n(k) \) and

\[
\text{con}(x, V') \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset
\]
induces the real structure on $\mathbb{C}$.

We need the following definition. Let an algebraic curve $C \subset \mathbb{A}^n(\overline{k})$ and its branch $C^*$ in the point $(0, \ldots, 0)$ with a uniformizing element $\tau$ be given. So we have the decompositions of coordinate functions of the branch $C^*$ in formal power series

$$x_i = \gamma_{i,m} \tau^m + \sum_{m<j \in \mathbb{Z}} \gamma_{i,j} \tau^j, \quad 1 \leq i \leq n,$$

where $\gamma_{i,j} \in \overline{k}$ for all $1 \leq i \leq n$, $m \leq j \in \mathbb{Z}$ and $(\gamma_{1,m}, \ldots, \gamma_{n,m}) \neq (0, \ldots, 0)$. Then the tangent line $l$ to this branch is defined by the formula

$$l = \{ (\gamma_{1,m}, \ldots, \gamma_{n,m}) | t : t \in \overline{k} \}.$$

As in Section 1 construct a real structure for the field $k$, see [3], [5], which induces the real structure on $\overline{k}$. Let

$$\varepsilon_0 > 0$$

be an infinitely small value relatively to the field $k$,\n
$$\varepsilon_1 > 0 \quad \text{an infinitely small value relatively to the field } k(\varepsilon_0),$$

$$\varepsilon_2 > 0 \quad \text{an infinitely small value relatively to the field } k(\varepsilon_0, \varepsilon_1),$$

the field $K_2 = k(\varepsilon_0, \varepsilon_1, \varepsilon_2)$.

Denote $L = \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \subset \mathbb{A}^n(\overline{k})$ where $\mathbb{A}^n$ has the coordinate functions $X_1, \ldots, X_n$. Consider the following system of equations and inequalities with coefficients from the field $K_2$ in $X_1, \ldots, X_n, Y_1, \ldots, Y_n$

$$\begin{cases} 
    h_i(1, X_1, \ldots, X_n) - \varepsilon_2 X_i^d = 0, & 1 \leq i \leq s \\
    \sum_{1 \leq i \leq n} |X_i|^2 = \varepsilon_1^2, \\
    L_j(Y_1, \ldots, Y_n) = 0, & \quad s + 1 \leq j \leq n, \\
    \sum_{1 \leq i \leq n} |X_i - Y_i|^2 < \varepsilon_0 \varepsilon_2^2.
\end{cases} \quad (6)$$

**Lemma 6.** Let the family $L_0, L_{s+1}, L_{s+2}, \ldots, L_n$ of linear forms be as above. The following conditions are equivalent

(i) $\text{con}(x, U') \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \emptyset$ in $\mathbb{P}^n(\overline{k})$

(ii) $\text{con}(x, U') \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \{ x \}$ in $\mathbb{A}^n(\overline{k})$

(iii) system (6) has no solutions in $\mathbb{A}^{2n}(\overline{k}_2)$.

**Proof.** The equivalence of (i) and (ii) is straightforward.

Let $0 \leq i \leq 2$. If $z \in \overline{k}(\varepsilon_0, \ldots, \varepsilon_i)$ is not infinitely great relatively to the field $\overline{k}(\varepsilon_0, \ldots, \varepsilon_{i-1})$ the the standard part $\text{st}_{\varepsilon_i}(z) \in \overline{k}(\varepsilon_0, \ldots, \varepsilon_{i-1})$ is defined, see [5]. If $z = (z_1, \ldots, z_n) \in \mathbb{A}^n(\overline{k}(\varepsilon_0, \ldots, \varepsilon_i))$ and all the standard parts $\text{st}_{\varepsilon_j}(z_j), 1 \leq j \leq n$ are defined then set

$$\text{st}_{\varepsilon_i}(z) = (\text{st}_{\varepsilon_1}(z_1), \ldots, \text{st}_{\varepsilon_n}(z_n)) \in \mathbb{A}^n(\overline{k}(\varepsilon_0, \ldots, \varepsilon_{i-1})).$$
Besides that, the maps of the standard part

\[ \text{st}_{x_i} : \mathbb{P}^n(k(\varepsilon_0, \ldots, \varepsilon_i)) \rightarrow \mathbb{P}^n(k(\varepsilon_0, \ldots, \varepsilon_{i-1})) \]

are defined, see [5], for \( i = 0, 1, 2 \). The restrictions of these maps to \( \mathcal{A} = \{ X_0 \neq 0 \} \) coincide with the standard part of the elements of \( \mathcal{A} \) as above when the latter is defined.

Suppose that there exists a solution \( (x_1^*, \ldots, x_n^*, y_1^*, \ldots, y_n^*) \) \( \in \mathbb{A}^m \mathbb{A}^n \mathbb{Q}_2 \) of system \( (6) \). Denote \( x^* = (x_1^*, \ldots, x_n^*) \) and \( y^* = (y_1^*, \ldots, y_n^*) \). Then one can see immediately that the line (the standard parts here are considered in \( \mathbb{A}^n \)) \n
\[ l = \{ \text{st}_{x_0} \circ \text{st}_{x_i} (\text{st}_{x_i} y^*/\varepsilon_1) : t \in \mathbb{K} \} \subset \text{con}(x, U') \cap \{ L_{s+1} = \ldots = L_n = 0 \} \]

since \( l \) is in the set of zeros of the corresponding ideal of the forms of the lowest degree.

Conversely, suppose that there exists a line \( l \subset \text{con}(x, U') \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \), \( x \in l \). Let \( l = \{ L_2 = \ldots = L_s = 0 \} \) where \( L_2, \ldots, L_s \) are linear forms in \( X_1, \ldots, X_n \). Hence,

\[ l \subset \text{con}(x, U' \cap \{ L_2 = \ldots = L_s = 0 \}) \]

by the definition of the cone as the ideal of forms of the lowest degree. But \( U' \cap \{ L_2 = \ldots = L_s = 0 \} \) is a curve. One can see that \( l \) is a tangent to some branch of this curve. If one takes \( \tau \) as a uniformizing element of this branch in the point \( x \) one can easily get the existence of a solution of system \( (6) \) considering the coordinate functions of this branch as functions in \( \tau \). The lemma is proved. Factually, one can also prove this lemma applying the transfer principle.

Suppose that system \( (6) \) has a solution \( x^* \). Construct such a solution, see [3], [5]. Let the line

\[ l = \{ \text{st}_{x_0} \circ \text{st}_{x_i} (\text{st}_{x_i} x^*/\varepsilon_1) : t \in \mathbb{K} \} \subset \text{con}(x, U') \]

and \( l = \{ L_2 = \ldots = L_s = 0 \} \) in the denotations of the proof of Lemma 6. Construct linear forms \( L_2, \ldots, L_s \) and also \( L_1 \) in \( X_1, \ldots, X_n \) such that \( L_1, \ldots, L_n \) are linearly independent over \( \mathbb{K} \), see [3], [5]. Denote \( L' = \{ L_1 = L_2 + 1 = L_2 + 2 = \ldots = L_n = 0 \} \). This is a linear subspace such that \( L' + l = L \).

Let the line

\[ L' = \{ x^* t : t \in \mathbb{K}_2 \} \subset \text{con}(x, U') \]

Construct the linear subspace \( L' + L' \). Then the subspace \( L' + L' \) is infinitely close to \( L' + l \) since \( x^* \) is a solution of \( (6) \). Construct linear forms \( L'_{s+1}, \ldots, L'_{n} \in \mathbb{K}_2[X_1, \ldots, X_n] \) such that \( L' + L' = \{ L'_{s+1} = \ldots = L'_{n} = 0 \} \) in \( \mathbb{A}^n (\mathbb{Q}_2) \). Set also \( L'_{0} = L'_{0} \).

Since \( L' + L' \) is infinitely close to \( L' + l \) we can suppose without loss of generality (may be changing equations of \( L' + L' \) and \( L' + l \)) that the linear forms \( L'_{i} = L_{i} \),
s + 1 \leq i \leq n$ have infinitely small coefficients relatively to the field $\overline{\mathbb{F}}$. So by Lemma 8 from [4] we have

$$\# V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \leq \# V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \}.$$

Further, there exist two points $x, x^* \in V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \}$ such that their standard parts in $\mathbb{P}^n(\overline{\mathbb{F}})$ are equal to $x$. Therefore, $N = \# V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \leq \# V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = N'$.

Set $M_0 = L_0$. Now apply the analog of the second auxiliary algorithm from [5] to the linear forms $L_0, L_1, \ldots, L_n$ and construct linear forms $M_{s+1}, \ldots, M_n$ in $X_1, \ldots, X_n$ with coefficients from $\mathbb{Z}$ of the length $O(n \log d)$ such that $\# V' \cap \{ M_{s+1} = \ldots = M_n = 0 \} \geq N'$ and $V' \cap \{ M_0 = M_{s+1} = \ldots = M_n = 0 \} = \emptyset$. After that, return recursively to the beginning of the algorithm described changing the forms $L_0, L_{s+1}, \ldots, L_n$ for $M_0, M_{s+1}, \ldots, M_n$. Since $N' > N$ there are at most $d^s$ such returns in the algorithm.

So we shall obtain finally by Lemma 6 a family of linear forms $M_0, M_{s+1}, M_{s+2}, \ldots, M_n$ such that $M_0 = L_0$, the forms $M_{s+1}, M_{s+2}, \ldots, M_n \in k[X_1, \ldots, X_n]$ with coefficients from $\mathbb{Z}$ of the length $O(n \log d)$.

$$V' \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset$$

in $\mathbb{P}^n(\overline{\mathbb{F}})$ and

$$\text{con}(x, V') \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset$$

in $\mathbb{P}^n(\overline{\mathbb{F}})$. We shall suppose changing as described above the forms $L_0, L_{s+1}, \ldots, L_n$ for $M_0, M_{s+1}, \ldots, M_n$ that these properties are satisfied for $L_0, L_{s+1}, \ldots, L_n$, i.e. the forms $L_{s+1}, L_{s+2}, \ldots, L_n \in k[X_1, \ldots, X_n]$ have the coefficients from $\mathbb{Z}$ of the length $O(n \log d)$.

$$V' \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \emptyset$$

in $\mathbb{P}^n(\overline{\mathbb{F}})$ and

$$\text{con}(x, V') \cap \{ L_0 = L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} = \emptyset$$

in $\mathbb{P}^n(\overline{\mathbb{F}})$.

Our aim now is to construct a family of linear forms $M_0, M_{s+1}, M_{s+2}, \ldots, M_n$ such that $M_0 = L_0$, the forms $M_{s+1}, M_{s+2}, \ldots, M_n \in k[X_1, \ldots, X_n]$ have the coefficients from $\mathbb{Z}$ of the length $O(n \log d)$.

$$V' \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset$$

in $\mathbb{P}^n(\overline{\mathbb{F}})$.

$$\text{con}(x, V') \cap \{ M_0 = M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} = \emptyset$$
in \( \mathbb{P}^n(\overline{k}) \) and all the points from \( V' \cap \{ M_{s+1} = M_{s+2} = \ldots = M_n = 0 \} \setminus \{ x \} \) are smooth points of the variety \( V' \).

Construct, c.f. [5], all the points of the set \( V'_2 \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \) and then taking their standard parts all points \( x_u, 1 \leq u \leq N \) from the set \( V' \cap \{ L_{s+1} = L_{s+2} = \ldots = L_n = 0 \} \) in \( \mathbb{P}^n(\overline{k}) \). We can suppose without loss of generality that \( x_1 = x \). Construct a linear form \( L'_0 \) in \( X_1, \ldots, X_n \) with coefficients from \( \mathbb{Z} \) of the length \( O(n \log d) \) such that \( L'_0(x_u) \neq 0 \) for all \( 2 \leq j \leq N \).

Consider the projection

\[
p : V' \setminus \{ x \} \longrightarrow \mathbb{P}^{n-1}(\overline{k}). \quad (X_0 : \ldots : X_n) \mapsto (L'_0 : L'_{s+1} : \ldots : L_n).
\]

Show that for every irreducible component \( W \) of \( V' \) such that there exists \( u \geq 2 \) for which \( x_u \in W \) the morphism \( p_1 = p|_{W \setminus \{ x \}} \) is dominant.

Indeed, we should show that for every such component \( W \) of \( V' \) the closure \( F \) in the Zariski topology of the image \( p(W \setminus \{ x \}) \) coincides with \( \mathbb{P}^{n-1}(\overline{k}) \). For every \( \lambda_{s+1}, \ldots, \lambda_n \in \overline{k(\varepsilon)} \) which are infinitely small relatively to the field \( k \) by Lemma 8 from [4] the set \( W \cap \{ L_{s+1}+\lambda_{s+1}L'_0 = \ldots = L_n+\lambda_nL'_0 = 0 \} \setminus \{ x \} \neq \emptyset \) in \( \mathbb{P}^{n-1}(k(\varepsilon)) \). Therefore, \( p^{-1}(1 : \lambda_{s+1} : \ldots : \lambda_n) \) is not empty in \( \mathbb{P}^{n-1}(k(\varepsilon)) \). Therefore,

\[
F(\overline{k(\varepsilon)}) = \mathbb{P}^{n-1}(k(\varepsilon)),
\]

and hence, \( F = \mathbb{P}^{n-1}(\overline{k}) \).

We have the following analog of Lemma 1.

**LEMMA 7.** Let the variety \( V' \), its component \( W \), \( x_u \in W, u \geq 2 \), the linear forms \( L'_0, L_{s+1}, L_{s+2}, \ldots, L_n \) and the projection \( p_1 : W \setminus \{ x \} \longrightarrow \mathbb{P}^{n-1}(\overline{k}) \) be as above.

(i) there exists an open in the Zariski topology subset \( U \) of \( \mathbb{P}^{n-1}(\overline{k}) \) such that for every \( x^* \in U \) the cardinality \( \#p_1^{-1}(x^*) \neq \delta > 0 \)

(ii) if for some point \( x^* \in \mathbb{P}^{n-1}(\overline{k}) \) the cardinality \( \#p_1^{-1}(x^*) = \delta \) then for every \( y \in p_1^{-1}(x^*) \) the point \( y \) is a smooth point of the variety \( W \) and the differential of \( p \) in the point \( y \)

\[
d_y p : T_y, W \longrightarrow T_{x^*, P_{n-1}},
\]

is the isomorphism of tangent spaces \( T_y, W \) and \( T_{x^*, P_{n-1}} \) of the varieties \( W \) and \( \mathbb{P}^{n-1}(\overline{k}) \) in the points \( y \) and \( x^* \) respectively.

**PROOF.** The proof is similar to the proof of Lemma 1. The lemma is proved.

Let \( x_u = (x_{u,0} : \ldots : x_{u,n}) \) where all \( x_{u,i} \) are from a finite extension of \( k \).

Construct a real structure for the field \( K = k(x_{u,0}, \ldots, x_{u,n}) \), see [3], [5], which induces the real structure on \( \overline{k} \).

Let \( \varepsilon_1 > 0 \) be an infinitely small value relatively to the field \( K \) and \( \varepsilon_2 > 0 \) an infinitely small value relatively to the field \( K(\varepsilon_1) \), the field \( K_1 = K(\varepsilon_1, \varepsilon_2) \).
Let $Y_0, \ldots, Y_n$ be new variables. For every $0 \leq u \leq N$ consider the following system of equations and inequalities with coefficients in $K_1$

$$
\begin{align*}
&h_i = 0, \\
&h_i(Y_0, \ldots, Y_n) = 0, \\
&L_j(X_0 - Y_0, \ldots, X_n - Y_n) = 0, \\
&L_j(X_0 - Y_0, \ldots, X_n - Y_n) = 0, \\
&\sum_{0 \leq i \leq n}|x_i - u_i|^{\alpha} \leq \varepsilon_1, \\
&\sum_{0 \leq i \leq n}|y_i - u_i|^{\alpha} \leq \varepsilon_1, \\
&\sum_{0 \leq i \leq n}|x_i - u_i|^{2} \geq \varepsilon_2,
\end{align*}
$$

(7, u)

We have the following analog of Lemma 2

**LEMMA 8.** Let $V'$ and the projection $p : V' \setminus \{x\} \to \mathbb{P}^{n-1}(K)$ be as above. If for every $2 \leq u \leq N$ there exist no solutions of system $(7, u)$ in $\mathbb{A}^{2n+2}(\overline{K_1})$ then all the points $\{x_u\}_{1 \leq u \leq N}$ of the variety $V'$ are smooth and the differentials of the projection $p$ in points $\{x_u\}_{1 \leq u \leq N}$ are isomorphisms.

**PROOF.** Follows directly from Lemma 7 and Lemma 8 from [4], c.f. also the proof of lemmas 14, 15 of [5].

Return to the description of the algorithm. Construct a solution of some system $(7, u)$ or ascertain that for every $2 \leq u \leq N$ there exists no solutions of system $(7, u)$ in $\mathbb{A}^{2n+2}(\overline{K_1})$. In the last case by Lemma 8 all the points $\{x_u\}_{2 \leq u \leq N}$ of the variety $V'$ are smooth and the differentials of the projection $p$ in points $\{x_u\}_{2 \leq u \leq N}$ are isomorphisms.

Suppose that there exists a solution

$$(x'_0, \ldots, x'_n, y'_0, \ldots, y'_n) \in \mathbb{A}^{2n+2}(\overline{K_1})$$

of some system $(1, u_0)$. Denote $x' = (x'_0 : \ldots : x'_n)$ and $y' = (y'_0 : \ldots : y'_n)$, so $x', y' \in \mathbb{P}(K_1)$. Set

$$L'_i = L_i - (L_i/L'_i)(x')L'_0, \quad 1 \leq i \leq n.$$

Compute all the points from the set $V' \cap \{L'_{i+1} = \ldots = L'_{n} = 0\}$ in $\mathbb{P}(K_1)$. Denote $N' = \#V' \cap \{L'_{i+1} = \ldots = L'_{n} = 0\}$. By Lemma 8 from [4] for every $x' \in V' \cap \{L'_{i+1} = \ldots = L'_{n} = 0\}$ there exists $1 \leq u \leq N$ such that $x^u = x_u$. So $N' \geq N$. Further, $x', y' \in V' \cap \{L'_{i+1} = \ldots = L'_{n} = 0\}$, $x' \neq y'$ and st $x^u = st y'$. Therefore, $N' \geq N + 1 > N$.

Apply the second auxiliary algorithm from [5] to the linear forms $L'_{i+1}, \ldots, L'_{n}$ and construct linear forms $M_{i+1}, \ldots, M_{n}$ in $X_1, \ldots, X_n$ with coefficients from $\mathbb{Z}$ of the length $O(n \log d)$ such that

$$\#V' \cap \{M_{i+1} = \ldots = M_{n} = 0\} \geq N' > N,$$

$$V' \cap \{L_0 = M_{i+1} = \ldots = M_{n} = 0\} = \emptyset$$

and set also $M_0 = L_0$. 
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in \(\mathbb{P}^n(\overline{k})\).

After that, return recursively to the beginning of the algorithm described changing the forms \(L_0, L_{s+1}, \ldots, L_n\) for \(L_0, M_{s+1}, \ldots, M_n\). Since \(N' > N\) there are at most \(d^n\) such returns in the algorithm.

Thus, effecting this recursive construction till the end we can suppose without loss of generality by Lemma 8 that all the points \(x_u, 2 \leq u \leq N\) are smooth on the variety \(V'\) and the differentials of the projection \(p\), see Lemma 8, in the points \(x_u, 2 \leq u \leq N\) are isomorphisms. That is we can construct the required \(M_j = L_j, j = 0, s + 1, s + 2, \ldots, n\).

Now construct applying Lemma 5 the subset of indices \(A \subset \{2, \ldots, N\}\) such that

\[
\{x_u : u \in A\} = V_s \cap \{L_{s+1} = \ldots = L_n = 0\}
\]

in \(\mathbb{P}^n(\overline{k})\).

**LEMMA 9.** Let \(W\) be an irreducible component of \(V'\) and linear forms \(L_0, L_{s+1}^{(i)}, \ldots, L_n^{(i)}, i = 0, 1\) be such that for \(i = 0, 1\) it is hold \(L_{s+1}^{(i)}, \ldots, L_n^{(i)} \in \mathbb{P}[X_1, \ldots, X_n]\),

\[
W \cap \{L_0 = L_{s+1}^{(i)} = \ldots = L_n^{(i)} = 0\} = \emptyset,
\]

\[
\text{con}(x, W) \cap \{L_0 = L_{s+1}^{(i)} = \ldots = L_n^{(i)} = 0\} = \emptyset
\]

in \(\mathbb{P}^n(\overline{k})\). Further, let for \(i = 0, 1\) all the points of \(W \cap \{L_{s+1}^{(i)} = \ldots = L_n^{(i)} = 0\} \setminus \{x\}\) be smooth and the differentials of the projection

\[p^{(i)} : W \longrightarrow \mathbb{P}^{n-s}(\overline{k}), \ (X_0 : \ldots : X_n) \mapsto (L_0 : L_{s+1}^{(i)} : \ldots : L_n^{(i)})\]

are isomorphisms in all the point from \(W \cap \{L_{s+1}^{(i)} = \ldots = L_n^{(i)} = 0\} \setminus \{x\}\). Then

\[\#W \cap \{L_{s+1}^{(0)} = \ldots = L_n^{(0)} = 0\} = \#W \cap \{L_{s+1}^{(1)} = \ldots = L_n^{(1)} = 0\}.
\]

**PROOF.** Suppose contrary, that

\[\#W \cap \{L_{s+1}^{(0)} = \ldots = L_n^{(0)} = 0\} < \#W \cap \{L_{s+1}^{(1)} = \ldots = L_n^{(1)} = 0\}.
\]

Let \(L_j^{(i)} = \sum_{1 \leq r \leq n} \ell_j^{(r)} X_r\) where \(\ell_j^{(r)} \in \overline{k}\) for all \(i, j, r\).

Consider the product of projective spaces \(\mathbb{P}^n \times \mathbb{P}^1\) with the coordinates \((X_0 : \ldots : X_n), (Z_0 : Z_1)\). Let

\[
\mathcal{L} = \{Z_j^{(0)} L_j^{(0)} + Z_1^{(1)} L_j^{(1)} = 0, s + 1 \leq j \leq n\}
\]

be the variety in \((\mathbb{P}^n \times \mathbb{P}^1)(\overline{k})\). Define \(\mathcal{C}\) as the union of components of \(\mathcal{L} \cap (W \times \mathbb{P}^1(\overline{k}))\) which are not equal to \(\{X_1 = \ldots = X_n = 0\}\) and not contained in a union of a finite number of hyperplanes \(\{c_1 Z_0 + c_0 Z_1 = 0\}\) where \(c_0, c_1 \in \overline{k}\). Then \(\mathcal{C}\) is a curve in \((\mathbb{P}^n \times \mathbb{P}^1)(\overline{k})\) since, c.f. [6]. \(#\mathcal{L} \cap (W \times \mathbb{P}^1(\overline{k}))\cap \{c_1 Z_0 + c_0 Z_1 = 0\} < +\infty\) for all points \((c_0 : c_1) \in \mathbb{P}^1(\overline{k})\) excepting a finite number of them.
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Let $\varepsilon > 0$ be an infinitely small value relatively the field $k$ as above. So the map of the standard part

$$
st : (\mathbb{P}^n \times \mathbb{P}^1)(\overline{k(\varepsilon)}) \rightarrow (\mathbb{P}^n \times \mathbb{P}^1)(\overline{k})$$

is defined, c.f. [5].

Show that the point $(x, (1 : 0)) \in \tilde{C}$. Indeed, c.f. [6], $\# \tilde{C} \cap \{Z_0^2 \varepsilon - Z_1^2 = 0\} = \# W \cap \{L_s^{(1)} = \ldots = L_j^{(1)} = 0\}$. Let $x_i^s, 1 \leq i \leq N_1$ be all the points of $\tilde{C} \cap \{Z_0^2 \varepsilon - Z_1^2 = 0\}$. Then $st(x_i^s) \in \tilde{C} \cap \{Z_1^2 = 0\}$, i.e. $st(x_i^s)$ has the form $(x_i^s, (1 : 0))$ where $x_i^s \in W \cap \{L_s^{(0)} = \ldots = L_j^{(0)} = 0\}$. The differentials of the projection $p^{(0)}$ are isomorphisms in all the point from $W \cap \{L_s^{(0)} = \ldots = L_j^{(0)} = 0\} \setminus \{x\}$. Thus, by the theorem about the implicit function for every $x' \in W \cap \{L_s^{(0)} = \ldots = L_j^{(0)} = 0\} \setminus \{x\}$ there exists a unique $1 \leq j \leq N_1$ such that $st(x_i^{s^*}) = x^s$. So there exists at least one $1 \leq j_0 \leq N_1$ such that $st(x_j^{s^*}) = x$. Thus, $(x, (1 : 0)) \in \tilde{C}$ and our assertion is proved.

Denote by $\pi : \mathbb{P}^n \times \mathbb{P}^1 \rightarrow \mathbb{P}^n$ the projection to the first factor $\mathbb{P}^n$ and set $\tilde{C}_1 = \pi(\tilde{C})$, $\tilde{C}_2 = \tilde{C} \cap \{X_0 \neq 0\} \subset \{X_0 \neq 0\} = \mathbb{A}^n(\overline{k}) \subset \mathbb{P}^n(\overline{k})$. Then by the proved $x \in \tilde{C}_2$. Denote $x^* = \pi(x_j^{s^*}) \in \tilde{C}_2$ and by the $y^*$ the projection (which is defined when a real structure is defined ) of the point $x^*$ to the linear subspace $\{L_s^{(0)} = \ldots = L_j^{(0)} = 0\} \cap \{X_0 \neq 0\} \subset \mathbb{A}^n(\overline{k})$. Denote $x^* = (x_1^*, \ldots, x_n^*)$ and $y^* = (y_1^*, \ldots, y_n^*)$. Then $\sum_{1 \leq i \leq n} |x_i^*|^2 / \sum_{1 \leq i \leq n} |y_i^*|^2$ is an infinitely small value relatively to the field $k$ since the linear subspace, see above, $\{L_j^{(0)} + \varepsilon L_j^{(1)} = 0, s + 1 \leq j \leq n\}$ is infinitely close to $\{L_s^{(0)} = \ldots = L_j^{(0)} = 0\}$. Therefore, c.f. the proof of Lemma 6, the line

$$l = \{st_\varepsilon (y^* / (\sum_{1 \leq i \leq n} |y_i^*|^2)^{1/2}) : t \in \overline{k} \} \subset \text{con}(x, W) \cap \{L_s^{(0)} = \ldots = L_j^{(0)} = 0\}.$$

We get a contradiction. The lemma is proved.

Return to the consideration of the algorithm. Note that the condition that the differentials of the projection

$$p(W) : W \rightarrow \mathbb{P}^{n-s}(\overline{k}), (X_0 : \ldots : X_n) \mapsto (L_0 : L_s : \ldots : L_n).$$

are isomorphisms in all the point from $W \cap \{L_{s+1} = \ldots = L_n = 0\} \setminus \{x\}$ follows from the condition that the differentials of the projection

$$p_1 : W \setminus \{x\} \rightarrow \mathbb{P}^{n-s}(\overline{k}), (X_0 : \ldots : X_n) \mapsto (L_0 : L_{s+1} : \ldots : L_n),$$

are isomorphisms in all the point from $W \cap \{L_{s+1} = \ldots = L_n = 0\} \setminus \{x\}$. This fact follows directly from the theorem about the implicit function.

**LEMMA 10.** Let $\mu(x, V_s)$ be the multiplicity of the point $x$ on the variety $V_s$ as above. Then

$$\mu(x, V_s) = \deg V_s - \# A. \quad (9)$$
PROOF. Let $W$ be an arbitrary irreducible component of $V'$ and $A(W) \subset \{1, \ldots, N\}$ be the subset of indices such that

$$\{x_u : u \in A(W)\} = W \cap \{L_{s+1} = \ldots = L_n = 0\}$$

in $\mathbb{P}^n(k)$. It is sufficient to prove that $\mu(x, W) = \deg W - \#A(W)$ since all the terms in this formula are additive relatively to the union of components of varieties.

Consider the set of families $H$ of $n-s$ linear forms $H_{s+1}, \ldots, H_n$ in $X_1, \ldots, X_n$ with coefficients from $k$ as the affine space $k^{(n-s)n}(k)$.

Denote by $U_3$ the subset of $k^{(n-s)n}(k)$ of such families $H_{s+1}, \ldots, H_n$ for which

$$W \cap \{L_0 = H_{s+1} = \ldots = H_n = 0\} = \emptyset,$$

$$\text{con}(x, W) \cap \{H_0 = H_{s+1} = \ldots = H_n = 0\} = \emptyset$$

in $\mathbb{P}^n(k)$, all the points of $W \cap \{H_{s+1} = \ldots = H_n = 0\} \setminus \{x\}$ are smooth and the differentials of the projection

$$p(H) : W \rightarrow \mathbb{P}^{n-s}(k), \ (X_0 : \ldots : X_n) \mapsto (L_0 : L_{s+1} : \ldots : L_n).$$

are isomorphisms in all the point from $W \cap \{H_{s+1} = \ldots = H_n = 0\} \setminus \{x\}$. Then $U_3$ is open in the Zariski topology. So by the definition of the multiplicity there exists such a family $H = \{H_j\}_{s+1 \leq j \leq n}$ for which $\mu(x, W) = \deg W - \#(W \cap \{H_{s+1} = \ldots = H_n = 0\} \setminus \{x\})$.

By the remark just after the proof of Lemma 9 the conditions of Lemma 9 are satisfied for $L_j^{(0)} = L_j$ and $L_j^{(1)} = H_j$, $0 \leq j \leq n$. Now applying Lemma 9 we get the required formula $\mu(x, W) = \deg W - \#A(W)$. The lemma is proved.

Thus, by Lemma 10 we can compute the multiplicity $\mu(x, V_s)$ and, therefore, $\mu(x, V)$. The algorithm for the computation of the multiplicity of a point is completely described. Theorem 3 is proved.
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