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Abstract

We design an efficient algorithm for decoding canonical Huffman codes. The decoding is based on consequential look-up tables.

We also present a data structure for reading bit sequences without using bit operations. Our algorithm, combined with this data structure allows fast byte-oriented decoding without causing high memory requirements.
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1 Introduction

Huffman codes are prefix codes with minimum redundancy. Being a part of many popular data formats and compression utilities, such as JPEG, MPEG, PNG, gzip, pkzip, lha, zoo and arj, they are one of the most popular compression techniques in use nowadays.


Most Huffman decoding techniques are bit-oriented, i.e. they use bit-oriented operations, such as bit shifts and bitwise logical operations. The method, described in [2] is byte-oriented, i.e. no bit-oriented operations are used. However this method puts high memory requirements for large alphabets. In this paper an algorithm and a data structure for byte-oriented decoding of canonical Huffman coding are described. We show, that byte-oriented decoding of canonical Huffman codes can be achieved without high memory requirements even in case of large alphabets.

2 Canonical Huffman codes.

Canonical codes are a subclass of Huffman codes, described by Conell[3] and Schwartz and Kallick[11]. The canonical Huffman tree can be described by the following property: if we scan the leaves in pre-order they appear in non-increasing order of their depth. The canonical codes have a numerical sequence property, i.e. codewords with the same length are binary representations of consecutive integers. Further, the first codeword of length \(i\) can be computed from the last codeword of the length \(i-1\) with the formula \(f_i = 2(d_{i-1} + 1)\). Due to these properties an explicit structure of the Huffman tree does not have to be transmitted to the decoder. It is enough if we specify (1) the length of the longest codeword and (2) the number of codewords for each length. In addition to providing a compact representation, canonical codes can also be used for efficient decoding.

Once the length of the current codeword is known, it can be decoded by
several arithmetic operations in the following way. Supposed we have read the
prefix $b$ of the current codeword and all codewords with prefix $b$ have length $l$.
Indexes of the codewords with prefix $b$ are consecutive integers and the
codewords themselves are binary representations of consecutive integers. Let
$l(b)$ be the length of the prefix $b$ and $\text{first}_1$ be the index of the first codeword
with length $l$ and $b_n$ be a value of the next $l - l(b)$ bits. Then the index of
the current codeword can be computed as $b_n + \text{first}_1$. This idea is used in
the algorithm, described in [7]. Single bits are read from the input stream,
until the codeword length $l$ can be determined, then we read another $l - l(b)$
bits and compute the codeword index with the above formula. A special data
structure, called an $sk$-tree is used to check, whether a codeword length can be
determined from the read bits. An $sk$-tree is traversed like a regular Huffman
tree until a leaf is reached. The leaves correspond to minimal codeword
prefixes, such that all codewords with a given prefix have the same length.
A leaf of the $sk$-tree contains information about the codeword length.

3 Finite-state machine approach to Huffman decoding.

We can also regard the nodes of the Huffman tree as states of the finite-
state machine. Decoding starts at the root of the tree and depending on the
input bit, the control is transferred to the state, corresponding to the left or
right son (in the tree) of the current state until the state, corresponding to
the parent of a tree leave is reached. After reading the next bit, we output
symbol, corresponding to the tree leave and transfer control to the “root”
state. The number of states in such a finite-state machine equals to the
number of internal nodes in a Huffman tree, i.e. $N - 1$.

This approach can be extended to the case of multiple-bit inputs (see [2]).
In this case we read a sequence of $k$ bits at each step of the algorithm. This
sequence contains zero or more decipherable codewords and the “rest” i.e.
a prefix of a codeword, that cannot be decoded yet. We output symbols,
corresponding to decipherable codewords and transfer control to the state,
corresponding to the prefix of a not yet decoded codeword, contained in
the string. The number of states equals to the number of different codeword
prefixes, which in turn equals to the number of internal nodes in the Huffman
tree, \( N - 1 \). There are \( 2^k \) transitions at each state, that correspond to all possible binary sequences of length \( k \), and the number of symbols, output at each transition, is between 0 and \( k \). Thus, the space required is proportional to \( 2^k (N - 1) \) as for every internal tree node a table of \( 2^k \) next-state pointers must be stored. This approach results in high speed decompression, provided that \( N \) and \( k \) are not so large. If \( k = 8 \), this technique can also be used for a bytewise processing of input stream, thus completely avoiding the use of bit-oriented operations. The drawback of this approach is high memory requirements for the large alphabet sizes \( N \). A similar approach to Huffman decoding, which also enables fast byte-oriented decompression and has high memory requirements is described in [10].

The techniques, used for decoding of canonical Huffman codes, use bit-oriented operations to manipulate single bits or bit sequences. The techniques, described in [10] and [2] allow for a byte-oriented implementation. They do not make use of numerical sequence property and can be applied to any Huffman code. However with alphabet growth space requirements grow dramatically and may become prohibitive for large alphabets (> 1000 symbols). Thus in algorithm, described by Choueka et al.([2]), the space requirement is proportional to \( 1024 \times N \) and for storing the tables for an alphabet with 2000 symbols several Megabytes would be necessary. In the next section we will show, that in case of canonical Huffman codes, fast byte-oriented decoding can be performed under reasonable space requirements.

4 Decoding with sequential look-up tables

In this work we describe a table look-up decoding method. It leads to fast decoding without causing too high memory requirements. Besides that, combined with a special data structure, it enables memory-efficient decoding without bit-oriented processing of the input stream.

4.1 Algorithm description

In the rest of this work we will use the following notation. \( l_{\text{min}} \) will denote the minimal codeword length, \( l_{\text{max}} \) will denote maximal codeword length, \( l_{\text{bmin}} \) and \( l_{\text{bmax}} \) denote minimal and maximal codeword lengths for codewords with prefix \( b \).
Instead of reading a fixed number of bits, we use the already read codeword prefix to determine a possible codeword length. We do not traverse a Huffman tree bit-by-bit, but read at each stage as many bits as possible. Thus, we begin with reading $l_{\text{min}}$ bits. If the codeword length of the current codeword equals $l_{\text{min}}$, than the corresponding symbol is output. If the symbol length can be identified from bits already read, next $l_b$ bits are read, otherwise, next $l_{b_{\text{min}}} - l_{\text{min}}$ bits are read. The process is repeated until a symbol is output. This process can be implemented with a series of tables. Every table record consists of two fields. One field is used to indicate, whether a codeword has been read or the next table has to be used. The second field contains either a symbol, corresponding to a codeword or a pointer to the next table. We look up the value of the first $l_{\text{min}}$ bits in the first table. If the bits read so far constitute a codeword we output the corresponding symbol, otherwise we read the next bit sequence.

Procedure Read\_Next\_Symbol( )

begin
  bitval:=get\_next\_bits(l\_min );
  while (table[bitval].length != DIRECT\_DECODE)
    begin
      next\_length=table[bitval].length;
      table=table[bitval].next\_table;
      bitval:=get\_next\_bits( next\_length );
    end
  output table[bitval].value;
end

As an example consider the following code:

\[
\begin{align*}
  a &= 000; & f &= 0110; & k &= 10101; \\
  b &= 0010; & g &= 0111; & \ldots \\
  c &= 0011; & h &= 1000; & u &= 11111; \\
  d &= 0100; & i &= 1001; \\
  e &= 0101; & j &= 10100;
\end{align*}
\]
In this case \( l_{\min} = 3 \). Supposed, we read the sequence 000101000111. We read 3 first bits and output \( a \). Then we read the next 3 bits. The control is transferred to the next table, containing suffixes of codewords, starting with 101. We read next 2 bits and output \( j \). Next, we read 3 bits and transfer control to the table containing suffixes of codewords, starting with 011. We read the next bit and output \( g \).

4.2 Analysis of the algorithm.

Every Huffman decoding algorithm, independently of the decoding method employed, should store a table (or a similar data structure) with at least \( n \) records. These records set relation between \( n \) codewords of the Huffman code and the corresponding symbols of the source alphabet. In our algorithm, more than \( n \) records have to be stored. We shall call the table records, not corresponding to a source symbol additional records.

The number of records in all tables does not exceed the number of nodes in the Huffman tree, therefore \( 2n - 1 \) is an upper bound for the table records and an upper bound for the additional records is \( n - 1 \). Let \( S \) be the set of codeword prefixes \( b \), such that length of \( b \) equals to the length of some codeword in the Huffman code. Let \( \text{length}(b) \) be the length of \( b \). Then the number of additional records can be computed as

\[
\sum_{b \in S} 2^{l_{\min} - \text{length}(b)} + 2^{l_{\min}} - N
\]

Our algorithm can be used for any Huffman code, but it is effective (in terms of small number of “additional records” and number of table lookups) only for canonical codes. The reason for this is that in a canonical code codewords with identical prefixes tend to have the same length. For instance, in the example above we have 7 additional records, i.e. records pointing to further tables, in the first table.

The described algorithm uses essentially less space than classical Huffman tree approach and allows for faster decompression. In case of the classical Huffman decoding the number of operations is proportional to an average code length and required space is proportional to \( 2N - 1 \). The estimate for the number of records in our algorithm was given above. The practical experiments show, that the total number of records in all tables is between \( 1.1N \) and \( 1.2N \). Our algorithm is also faster then the \( sk - tree \) decoding,
for we always read groups of bits and not individual bits. For the same reason the total number of additional records is smaller than the number of nodes in an sk-tree, as some of the internal nodes in an sk-tree do not have corresponding records.

Every table record contains an additional field, indicating whether further tables should be used. This can lead to sufficient overhead in case of large source alphabets. Instead of this we can “encode” this information in the first field, but we will have to pay for it with one or two additional operations at every table look-up.

The suggested algorithm reduces the number of necessary bit manipulations.

4.3 Byte-oriented decoding

Further we suggest a special finite-automaton-based data structure, which allows reading of up to $i$ bits from the input stream without using bit-oriented operations. Combined with our algorithm it allows efficient decoding without bit-oriented operations. This finite automaton has states corresponding to all binary sequences $b$ with length between 1 and 8. The input alphabet consists of integers between 1 and $i$, the output alphabet consists of pairs $(v, j)$, where $j$ is an integer between 1 and $i$. States of the automata correspond to the “rest” of current byte, that is not yet processed. Input $l$ indicates the number of bits to be read, $v$ is the value of read bits, $j$ is the number of bits that should be read at the next step. Supposed the FSM is in a state $s$, corresponding to the bit sequence of length $k$ and input integer is $l$. If $l > k$ the automaton outputs pair $(v, l-k)$, where $v$ is the value of $b$ shifted $l-k$ bits left. If $l \leq k$, the automaton outputs pair $v, l-k$, where $v$ is the value of $b$ shifted $k-l$ bits right. Thus in the output pair $(v, j)$ the first component $v$ is the value of “as many as possible” read bits from the current byte and $j$ indicates the number of bits which should be read from the next bytes.

The initial state of this finite-state machine corresponds to the first byte in the input stream. Supposed we want to assign the value of next $l$ bits to variable $val$. The pseudocode description of this process is given below. The finite automaton is represented as a two-dimensional array of records with fields $v$, $j$ and next-state that correspond to an output pair $(v, j)$ and the next state of the finite automaton respectively.
Procedure Get\_Next\_Bits(1)
val:=0;
repeat
  val:=val+fsm[b][l].v;
  l:=fsm[b][l].j
  if (l > 0)
    b:=value of the next byte from the input stream;
  else
    b:=fsm[b][l].next\_state;
until (l = 0)

The finite-state automata described above has 512 states. The structure, required to represent this automaton, requires $O((511) \times i)$ bytes, where $i$ is the maximum number of bits, which has to be read from the input stream. Thus, if we want to read, for instance, up to 8 bits, $3 \times 511 \times 8 = 12264$ bytes are needed.

4.4 **Experimental results.**

We’ve tested the described method on files from Calgary compression corpus (see [1]). The Calgary compression corpus consists of two books (book1 and book2), six papers (paper1 through paper6), one bibliography (bib) and three programs (progc, progp and progl). Non-ASCII files are represented by a black-and-white picture (pic) and two object files (obj1 and obj2). As a source alphabet a sequences of two characters were considered. The results are presented in the table below. The second column gives the number of symbols in the source alphabet. The third and fourth column give information about the Huffman code: the number of nodes in a Huffman tree and average number of bits processed. The next three columns contain information about the decoding with consequent tables method. The fifth and sixth columns give the total number of records and the number of additional records. The seventh column gives an average number of look-ups per symbol.

The results of practical experiments with files from the Calgary compression corpus (see [1]) are given in the table below. We can see, that, compared with conventional Huffman tree decoding 40 to 45 percent of memory re-
sources can be saved, and essentially less operations are used. The algorithm and data structure described in this work allow fast decoding of Huffman codes, that can be efficiently implemented without using bit operations.
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