






• FIRST-CONNECTION TO

THE DENSE INSTANCES

OF OPTIMIZATION PROBLEMS

• SUBDENSE AND NONDENSEINSTANCES

• SAMPLE SIZES

• METRIC & QUASIMETRIC INSTANCES
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PART I:
FIRST-TRY:
DENSEMAX -CSPINSTANCESAND

SMOOTH INTEGER PROGRAMS

PART II:
M IN-CSPINSTANCES

PART III:
APPLICATIONS:
METRIC AND

QUASI-METRIC PROBLEMS
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PRELIMINARIES:
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DENSE INSTANCES

ARE IN MANY

CASES -VERY-

“N ATURAL” I NSTANCES.

⇒ ( DENSITY IN MANY CASES-

A SENSIBLE PARAMETER )
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DENSE OPT.

INST.’ S PROBLEM

(DENSE P.

GRAPHS.

BOOL.FORMULAS

,...)

’A LMOST ALL’ GRAPHS , k-SAT FORMULAS ,...
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DENSE OPT.

INST.’ S PROBLEM

(DENSE P.

GRAPHS.

BOOL.FORMULAS

,...)

’A LMOST ALL’ GRAPHS , k-SAT FORMULAS ,...

APPROX.HARDNESS?
(DENSE PCP??)

CLASSIC.NP-H.

• AVOIDING PATHOLOGIES
OF NON-DENSE HARDNESS.

APPROXIMATION SCHEMES FOR DENSE GRAPHS AND SOME CSP PROBLEMS – p.8/48



DENSITY

IN OPT. :

. Ω(n2) EDGES

. Ω(nk) CLAUSES

IN k-SAT FORM.’ S
...
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-DENSITY

⇒EXAMPLE :
MAX -CUT.

MAXG::

V1 V2

OPT
⊕

Kn

V ′

1 V ′

2
.....

.

.n2

4

MAX -CUT (G) = OPT

MAX -CUT (G ⊕ Kn) = OPT + n2

4
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G ⊕ Kn HAS

Ω(n2) EDGES
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⇒ BEYOND

DENSITY.

⇒ ”M ETRIC / GEOMETRIC

SITUATIONS”

APPROXIMATION SCHEMES FOR DENSE GRAPHS AND SOME CSP PROBLEMS – p.12/48



⇒ [ APPROXIMATION FEASIBILITY ]

VS. NP.
NP

AF-CLASS

APPROX. ANALOG TO

THE NP-CLASS: MAX -SNP
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AF-CLASS

≡≡ ≡

EPTAS

APPROXIMATION SCHEMES FOR DENSE GRAPHS AND SOME CSP PROBLEMS – p.14/48



• A IS CALLED AN

EFFICIENT PTAS(EPTAS)

IF ITS RUNNING TIME IS

f(1/ε) ·nO(1).

OUGHT TO BE “SMALL ”

GROWTH FUNCTION.

6

[ ]
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• APPROXIMATION HARDNESS

( WITH RESPECTTO APPROX. RATIO r ):

ACHIEVING A.R. r

IN (RANDOMIZED) POLY TIME

⇒ NP = P ( NP =RP, NP = coRP, . . . )
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• APPROXIMATION HARDNESS

( WITH RESPECTTO APPROX. RATIO r ):

ACHIEVING A.R. r

IN (RANDOMIZED) POLY TIME

⇒ NP = P ( NP =RP, NP = coRP, . . . )

( PCP-TH. ⇒ ∀ X MAX -SNP-HARD

∃ ε>0 [X IS APPROX. HARD WITHIN 1+ε].)
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“W ORLDS” OF MAX -OPT. APPROXIMATION:

PTAS

(SPIPS

PROGR.,

..., ’95)

NO PTAS
(MAX -SNP-

HARD FOR

b =3,
’91, ’92)

[EXPL. CONST.]

[ •DENSE] [ •SPARSE]

M IN . DEG. MAX . DEG

= Θ(n) (Θ(n2)-EDGES) ≤ b (CONST.)
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“W ORLDS” OF MAX -OPT. APPROXIMATION:

PTAS

(SPIPS

PROGR.,

..., ’95)

NO PTAS
(MAX -SNP-

HARD FOR

b =3,
’91, ’92)

[EXPL. CONST.]

[ •DENSE] [ •SPARSE]

M IN . DEG. MAX . DEG

= Θ(n) (Θ(n2)-EDGES) ≤ b (CONST.)

’95 ⇒ 2000/’01

Θ(n2)-
EDGES

3

M IN
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• DENSE INSTANCES:

α-DENSE GRAPHS

( M IN DEGREEOF G = (V,E) IS ≥α|V | )

• A GRAPH IS DENSE

IF ITS M IN DEGREEIS Θ(n)

( A GRAPH IS DENSE IN AVERAGE

IF IT HAS Θ(n2) EDGES )
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⇒ OPTIMIZATION CLASSES:

0-CLASS:

• LONGESTPATH

• TSP

1ST CLASS: (LOCAL CONSTR.)

• MAX -CUT
• BISECTION

2ND CLASS:

• SET COVER

• STEINER TREE

3RD CLASS:

• BANDWIDTH
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PROBLEM
APPROX. APPROX.

REF.RATIO HARDNESS

DENSE

MAX-SNP
PTAS — [AKK95]

DENSE

MAX-CUT
PTAS — [AKK95],[FV96]

DENSE

MAX-DCUT
PTAS — [AKK95]

DENSE

MAX-HYPERCUT(d)
PTAS — [AKK95]

DENSE

DENSE-K-SUBGRAPH
PTAS — [AKK95]

EVERYWHERE

DENSE SEPERATOR
PTAS — [AKK95]

EVERYWHERE

DENSE BISECTION
PTAS — [AKK95]

EVERYWHERE

DENSE MIN-K-CUT
PTAS — [AKK95]

APPROXIMATION SCHEMES FOR DENSE GRAPHS AND SOME CSP PROBLEMS – p.20/48



PROBLEM
APPROX. APPROX.

REF.RATIO HARDNESS

DENSE MIN-LINEAR-

ARRANGEMENT
PTAS — [AFK96]

DENSE d-DIMENSIONAL-

ARRANGEMENT
PTAS — [AFK96]

DENSE MIN-CUT-

LINEAR-ARRANGEMENT
PTAS — [AFK96]

DENSE

SET COVER

⋂

c

c · ln n OPEN [KZ97b]

DENSE

STEINER TREE
PTAS — [KZ97b]

DENSE

VERTEX COVER
2

2−
√

1−ε
MAX-SNP-hard [KZ97b]

EVERYWHERE

DENSE VERTEX COVER
2

1+ε
MAX-SNP-hard [KZ97b]

EVERYWHERE

DENSE BANDWIDTH
3 OPEN [KWZ97]

EVERYWHERE

DENSE DBANDWIDTH
2 OPEN [KWZ97]
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⇒ 4TH CLASS:

(METRIC PROBLEMS)

• METRIC MAX -CUT

⇒ 4⋆TH CLASS:

(GEOMETRIC AND METRIC

GRAPH PROBLEMS)

• PARTITIONING PROBLEMS

�

(

)
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( ⇒’0’-C LASS

DENSE ’M ETRIC’ TSP,

LONGESTPATH . )

QUALITATIVE RESULTSCONNECTED

TO BOTH

DENSEAND VERY

SPARSESITUATIONS (!)
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NP-HARDNESSAND DENSITY

α-DENSEGRAPHS

( M IN DEGREEOF G = (V,E) IS ≥ α|V | )

•HC ( HAMILTONIAN CYCLE PROBLEM )

IS IN P FOR α ≥ 1/2,

•HC IS NP-HARD FOR α < 1/2.
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• LONGEST-PATH IS APPROX. HARD

FOR α < 1/2 ([FVK98]).

• (1,2)-TSP IS APPROX. HARD

FOR α < 1/2 ([FVK98]).

HC, (1,2)-TSP∈ P
(∈ NC)

Non Approx.

1
2
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⇒ANOTHER ’M ETRIC’ PROBLEM

DENSE (1,2)-TSP

↑

SUBGRAPH SPANNED BY THE EDGESOF

LENGTH 1 IS DENSE

THEOREM ([FVK98],[FS98]).

FOR EVERY 0 < d< 1/2,

(1,2)-TSP↾INST. OF M IN . DEG. ≥ dn

HAS A PTAS⇒ (1,2)-TSPHAS A PTAS.
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•APPROX. HARDNESSOF (1,2)-TSP:

r∗ ∼= 1 + 1.34 · 10−3 (743/742) [EK00]

⇓

1/4-DENSE-TSP:

r∗ = 1 + 1.07 · 10−3 [FVK98]

( BEST UPPERBOUND:

1.1429 (8/7), [BK06]. )
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3-OCC-E3-LIN2

LOWER B.:

1.0163[BK99]
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r∗d = 1+ ε∗· 1

1+d

FOR

r∗ = 1+ ε∗ .
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CLASSESOF DENSE OPT. PROBLEMS

⇒ 1ST CLASS (LOCAL-CONSTRAINT)

• MAX -CUT

• BISECTION

• MAX -SNP

⇒ 2ND CLASS (COVERING PROBLEMS)

• SET COVER

• STEINER TREE

• VERTEX COVER

⇒ 3RD CLASS (BANDWIDTH PROBLEMS)

• BANDWIDTH

• DBANDWIDTH
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⇒ 1ST CLASS

( [AKK95],

[FV96]. )
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• MAX -CUT

MAXV1 V2

• BISECTION

M IN IN “50/50”-CUT

(EQUI-CUT) |V1| = |V2|

(“STATUS” W IDE OPEN!)
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[ “D ENSE”-I DEA::]

SAMPLE CUTS

EXHAUSTIVE

SAMPLING

O(log n)-SAMPLE
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PLACEMENT METHOD

BY EXHAUSTIVE SAMPLING :

• TAKE A SAMPLE OF

O(log n) VERTICES.

• EXHAUSTIVELY TRY ALL

POSSIBLEPLACEMENTS (IN L, R),

2O(log n)-MANY DECIDE

WHERE EACH VERTEX OF THE

SAMPLE BELONGS IN OPTCUT.

APPROXIMATION SCHEMES FOR DENSE GRAPHS AND SOME CSP PROBLEMS – p.36/48



DENSITY ⇒ WITH HIGH

PROBABILITY (1 − n−β , β CONST.)

SOME OF THE NEIGHBORS

OF V WHERE SAMPLED.

EASY DECISIONS

IF |ΓL(V )| ≪ |ΓR(V )|

OR |ΓL(V )| ≫ |ΓR(V )|

“D IFFICULTY ”

IF

|ΓL(V )| ≈ |ΓR(V )|
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( ⇒ SPIPS )

Smooth-
-Programming

�
⊕

Global
Method
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[ “SMOOTH” PROGRAMS ]

( MAX -CUT:

L R

xi = 0 xj = 1

(V = L ∪ R) )

aij = 1
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⇒ WRITE A

QUADRATIC INT. PROGRAM:

max
xi

{

∑

i<j

(aij · (xi(1 − xj)

+ xj(1 − xi)))
}

• xi ∈ {0, 1}

( A = [aij] IS THE

ADJ. MATRIX OF G )

P::
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